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 The studies on Wireless Power Transfer (WPT) technology and peripherals in 

Electric Vehicle (EV) applications are intensifying. While the energy received 

from the WPT system is transferred to the EV battery, the direct current (dc)/dc 

converter circuits are used. The dc/dc buck converter topologies are one of them. 

The converter circuits must be highly efficient, lightweight, and compact to have 

a high range in EV vehicles. There are asynchronous buck, synchronous buck, and 

interleaved synchronous buck converter circuit topologies from the literature. In 

this study, the efficiency results of these circuit topologies were analyzed using 

MATLAB/Simulink and experimental studies. This study contributes to the 

literature by conducting circuit-level efficiency analysis and component-level 

power loss analysis. It has been observed that the interleaved synchronous buck 

converter circuit operates at 99% efficiency at 1066 W. In addition, it has been 

shared with the oscilloscope results that the current ripples of this circuit topology 

are lower than other circuit converters. Specifically, there has been a significant 

reduction of 56% in power losses, particularly in the interleaved synchronous buck 

converter (ISBC). This study analyzes the dynamic behavior of the dc/dc buck 

converter topologies, and results about their performance are given.                                                          
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1. Introduction 

Electric vehicles play a crucial role in sustainable 

transportation solutions, standing out prominently as an 

eco-friendly alternative to fossil fuel-dependent 

conventional vehicles [1]. The growing demand 

requires developing and optimizing charging 

infrastructure for electric vehicles [2]. In this context, 

wireless charging systems for electric vehicles 

represent a significant technological advancement with 

the potential to make the charging process more user-

friendly, accessible, and practical to reach a higher user 

rate. The wireless power transfer (WPT) system [3, 4] 

enables the transfer of energy by utilizing primary and 

secondary coils used for charging electric vehicles [5]. 

Figure 1 illustrates an example of a WPT system. This 

system includes two main parts: the ground station and 

the electric vehicle side. 
 

 Battery 
AC 

DC 

ac 

bus 
DC 

AC 

AC 

DC 

dc 

bus 

Grid 

1 2 WPT 3 

Ground Station Side 

DC 

DC 

dc 

bus 
4 

Electrical Vehicle Side  

Figure 1. Unidirectional wireless power transfer system 

On the ground station side, high-frequency alternating 

current (ac) is obtained to feed the coils on the primary 

coil of the WPT system. Firstly, ac obtained from the 

grid is rectified to direct current (dc) using an ac/dc 

converter. The obtained dc energy is then converted 

back to high-frequency ac energy using a dc/ac 

converter, making the primary coil ready for energy 

transfer. The electrical vehicle side includes the 

secondary side of the WPT system and has a battery 

connection. Different circuit structures and control 

algorithms play an important role during energy flow 

from the secondary coil to the battery. Some control 

techniques include primary control [6] and secondary 

side control [7]. This study implements secondary side 

control, where the ac energy at the output of the 

secondary coil is transferred to the battery using an 

ac/dc full bridge diode rectifier and a dc/dc converter in 

the block 4 (dc/dc) in Figure 1. The battery current and 

voltage are controlled by this converter, allowing for a 

more precise management of the charging process.  

When examining battery charging systems [8], 

different dc/dc topologies [9] come into play. Buck 

converters are employed in applications with lower 

http://www.ams.org/msc/msc2010.html
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battery voltage than the dc bus voltage. The dc bus is 

located between block 3 (ac/dc) and block 4 (dc/dc) in 

Figure 1. 

Within the scope of buck converters, dc/dc buck 

converter topologies such as asynchronous buck, 

synchronous buck, and interleaved synchronous buck 

[10] will be comprehensively discussed. The 

asynchronous buck topology is a commonly used 

switching power converter type in dc/dc converters. 

The synchronous buck, unlike the asynchronous buck, 

incorporates a semiconductor switch. This reduces 

losses occurring on the diode, potentially increasing 

circuit efficiency and optimizing dynamic 

performance. The interleaved synchronous buck [11] 

topology is achieved by parallel operating multiple 

synchronous buck converters. This can provide higher 

efficiency and lower current ripples in high-power 

applications. This article will thoroughly discuss the 

performance of these topologies in battery charging 

applications. 

This study includes the following sections: Section II 

asynchronous buck, synchronous buck, and interleaved 

synchronous buck converter circuit topologies and 

control algorithms are explained. Section III includes 

MATLAB/Simulink simulation studies of these dc/dc 

buck converters. Section IV describes the experimental 

study stages and gives the dc/dc buck converters' 

current, voltage, and efficiency comparisons. Section V 

covers the conclusion section. 

2. dc/dc buck converter topologies 

In power electronics converter applications, the dc/dc 

buck converter circuits reduce dc output voltage [12]. 

In this study, asynchronous buck converter (ABC), 

synchronous buck converter (SBC), and interleaved 

synchronous buck converter (ISBC) topologies were 

examined. The total circuit efficiency decreases when 

high powers are reached in the conventional 

asynchronous buck converter circuit [13]. In dc/dc buck 

converter circuit topologies, ISBC topology transfers 

power at high efficiency [14].The following headings 

explain the ABC, SBC, and ISBC topologies. 

2.1. Asynchronous buck converter (ABC) 

The ABC topology has the conventional dc/dc buck 

circuit structure. In this circuit topology, there is a 

switch and a diode. Depending on the control 

algorithm, the S1 is switched at a determined duty cycle 

rate. When S1 is closed, current flows through the 

switch and inductance towards the output in Figure 2 

(a). In this case, D1 is closed, and no current flows 

through the diode. When the S1 is open, D1 turns into 

conduction due to inductance counter-electromotive 

force (CEMF) in Figure 2 (b). 

The ABC circuit's continuous conduction mode (CCM) 

operating states are detailed in Figure 2. 

 

 

Figure 2.  Operation modes of the asynchronous buck 

converter: (a) S1 is on, (b) S1 is off 

Asynchronous buck converter output voltage depends 

on the vbat_ABC duty cycle D ratio and can be written as 

in Eq. (1). 

vbat_ABC=vin D (1) 

where; vin is the input voltage of the ABC. The 

inductance Lbuck and capacitor Cout values in the ABC 

circuit can be determined by Eq. (2) and Eq. (3), 

respectively. 

Lbuck=
vin (vin-vbat)

f
s
 ∆iL vin

 (2) 

 

Cout=
∆iL_ABC

8 f
s
 ∆vbat

 (3) 

where; fs is the switching frequency, iL_ABC is the 

inductor ripple current, vbat_ABC is the output voltage 

ripple. In this study, iL_ABC is designed to be a maximum 

of 20%, vbat_ABC is designed to be a maximum of 0.15%, 

and these values are expressed as: 

∆iL_ABC=
D (vin-vbat)

f
s
 Lbuck

 (4) 

∆vbat_ABC=
∆iL_ABC

8 f
s
 Cout

 (5) 

When the S1 is closed, the inductance operates at 

vin−vbat voltage. When S1 is open, it induces a CEMF 

equal to the inductance voltage vbat. The following 

equation can express inductance voltage according to 

the S1 position. 

{
vin-vbat=Lbuck

diL_ABC

dt
   |   S1- on

-vbat=Lbuck

diL_ABC

dt
        |   S1- off

 (6) 

2.2. Synchronous buck converter (SBC) 

The difference between the synchronous buck 

converter circuit and the asynchronous topology [15] is 

that there is an S2 instead of a D1. The voltage drop on 

D1 in the ABC circuit is higher than on a semiconductor 

switch. This situation causes high losses in high-power 

applications. The SBC topology is preferred in high-

power applications due to low voltage drop and less 

power loss. The SBC circuit structure and current flow 

diagram according to operating states are given in detail 

in Figure 3. In the SBC circuit, S1 and S2 are operated 

with a phase shift of 180. 

+

LbuckCin

-

vbat

vin

D1

S1

Cout

+

LbuckCin

-

vbat

vin

D1

S1

Cout

iL iL

ibat ibat

iin iin

(a)                                                          (b)
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Figure 3. Operation modes of the synchronous buck 

converter: (a) S1 is on, S2 is off, (b) S1 is off, and S2 is on 

The voltage gain of the SBC circuit can be described by 

Eq. (1) in the CCM as in the ABC structure. Because 

the only difference between the ABC and SBC is the 

use of SIC MOSFET instead of a diode, the output 

current and output voltage ripple of the SBC circuit can 

be calculated by Eq. (4) and Eq. (5), respectively, as in 

the ABC topology. 

2.3. Interleaved synchronous buck converter 

(ISBC) 

In conventional dc/dc buck converter circuits, 

inductance losses increase when high currents are 

reached. The interleaved topology structure shares the 

total current transferred to the output iL=iL1+iL2. In this 

topology structure, more than one phase arm is created, 

and an inductance is connected to each. Thus, the losses 

of switching elements and the volumes of passive 

circuit elements can be reduced. The ISBC [16] circuit 

topology and operating ranges used in this study are 

detailed in Figure 4. The S1-S4 and S2-S3 switches in the 

ISBC circuit are switched with a phase shift of 180. 

 

 

Figure 4. Operation modes of the interleaved synchronous 

buck converter: (a) S1 and S4 are on, S2 and S3 are off, (b) S1 

and S4 are off, and S2 and S3 are on 

In the ISBC circuit, the output current equals the sum 

of the coil currents. In this converter structure, when D  

0.5, the output current ripple is theoretically equal to 0. 

The voltage gain of the ISBC circuit can be described 

by Eq. (1) in the case of the CCM as in the ABC 

structure. The output current ripple of the ISBC circuit 

can be explained as follows. 

∆iL_ISBC=
vbat D (1-2D)

Lbuck1 f
s

 (7) 

 

 

Figure 5. Gate signals and idealized current waveforms of 

the SBC and ISBC circuits 

Since the two inductances in the ISBC structure reduce 

the current ripple, the voltage fluctuations at the circuit 

output are half as much as in the ABC circuit topology 

and are expressed as in Eq. (8). 

∆vbat_ISBC=
∆iL_ISBC

16 f
s
 Cout

 (8) 

Figure 5 shows the inductance and the output current 

waveforms depending on the gate signals of the SBC 

and the ISBC circuits. In the idealized current 

waveforms, the output current ripple of the ISBC 

circuit is lower than the SBC circuit. 

Advantages of the ISBC circuit topology: reduced input 

and output capacitors, high efficiency at high load 

currents, improved thermal performance, and low 

voltage ripple during load transitions [16]. Table 1 

gives the design parameters of the dc/dc buck converter 

circuits used in this study. 

Table 1. System the design parameters of the dc/dc buck 

converter topologies 

Descriptions Parameters Value 

Input dc bus voltage  vin 200 V 

Maximum input dc current iin_max 17 A 

Maximum battery voltage vbat_max 200 V 

Maximum battery current ibat_max 25 A 

Nominal power Pnom 3.5 kW 

Inductance Lbuck 500 H 

Inductance resistance RLbuck 40 m 

Input capacitance Cin 
560 F × 2 || 4 

470 nF || 4 

Input capacitance 

resistance 
RCin 

54 m (560 F) 

4.49 m (470 nF) 

Output capacitance Cout 
560 F 

470 nF 

Output capacitance 

resistance 
RCout 

54 m (560 F) 

4.49 m (470 nF) 

Inductance current ripple  iL 20 % 

Capacitance voltage ripple vC 0.15 % 

Voltage PI1 block Kp1 – Ki1 0.2 – 0.05 

Current PI2 block Kp2 – Ki2 0.01 – 1e-6 
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2.4. Control algorithms of the dc/dc buck converter 

topologies 

This study used a battery group representing the electric 

vehicle (EV) battery. The EV battery group was 

charged with a closed-loop control method using the 

constant voltage method. Reference voltage values 

were entered into the control algorithm for three 

different situations: 160 V, 185 V, and 195 V, 

depending on the battery's state of charge (SOC). 

Current reference is produced by the PI1 block 

according to the measured voltage and defined 

reference voltage value of the EV battery group. Then, 

the PI2 block has a switching signal according to the 

battery current and reference current value. The EV 

battery group's maximum charging current is ibat_ref 25 

A. Figure 6 shows the block diagram of the closed-loop 

control algorithm of the dc/dc buck converters. In the 

study, the ABC, SBC, and ISBC circuit switches at 50 

kHz with a triangular carrier and comparator. The dead 

time between switches in the same branch is 200 nS. 

Table 1 gives the PI block coefficients in the control 

algorithm. The saturation limits for the PI2 outputs are 

set with a minimum of Dmin 0 and a maximum of Dmax 

1. 

 
Figure 6. Block diagram of the control algorithm of the 

dc/dc buck converter topologies: (a) for the ABC, (b) for the 

SBC, and (c) for the ISBC 

2.5. Operation area analysis 

This study used a lithium iron phosphate (LifePO4) 

battery with a capacity of 9.6 kWh was used as the EV 

battery group. The operating voltage of the battery 

group varies between 160 V − 200 V, and the charge 

graph at 1C is given in Figure 7. 

This study determined the dc bus voltage at the dc/dc 

buck converter input as 200 V. Different voltages are 

needed to charge the EV battery group. For this reason, 

a dc/dc buck converter was used in the wireless EV 

charging system. When the charging graph of the EV 

battery group is examined, there is a voltage demand of 

160 V and 200 V. 

In this study, the EV battery group was charged with 

constant voltages of 160 V, 185 V, and 195 V, 

respectively. 

 

Figure 7. Charging graph of the LiFePO4 type EV battery 

rated 9.6 kWh capacity 

The battery charging and discharging operations are 

performed to keep the SOC within the range 20% to 

80% for health of the battery. Therefore, 185V and 

195V voltage values are selected. Additionally, the 

circuit's performance at the minimum voltage is 

examined, while the maximum voltage of 200V is 

excluded. Because D 1 is required to achieve 200V 

output voltage. For this D value, the SIC MOSFET 

always on, and the diode remains in an always off. In 

this configuration, SIC MOSFET has only conduction 

losses without any switching losses, as diode has no 

 o    . Thu ,  h   y   m’  p rform  c         yz d 

where the D is less than 1.  Initially, it was charged with 

160 V until the SOC reached 20% to avoid charging at 

a high current for battery health. Then, the EV battery 

group was charged with a high current at 185 V until 

the SOC reached 80%. Finally, the battery charging 

process was completed with 195 V and a low current. 

This means there are different operating areas for 

different current and voltage levels. In this study, the 

performances of the dc/dc buck converter topologies in 

different operating areas were examined in detail. 

3. Experimental and simulation results 

A modular power circuit was prepared for the ABC, 

SBC, and ISBC circuits in the study. The experimental 

setup includes all power stages, measurements, and 

control units that enable the EV wireless charging. The 

experimental setup photo is given in Figure 8. The 

dc/dc buck converter part in the whole circuit given in 

the Figure 9 was examined for this study. The dc/dc 

buck converter part in the total circuit was examined for 

this study. The control unit contains an STM32H750 

microcontroller of the STMicroelectronics. Wolfspeed 

brand's C3M0045065K model SIC MOSFET with 650 

V, 49 A, and 4.5 m internal resistance was used as the 

semiconductor switch in the power circuit. SIC 

MOSFETs are switched with Infineon Technologies' 

1ED020I12B2XUMA1 model gate driver integrated 

circuits. D ff r       PWM’   r   pp   d  o   pu  of      

driver. Differential PWM signals may exhibit greater 

resilience against potential electromagnetic 

interference. In this study, the PWM signals is 

converted into a differential form by using a 

ST26C31BDR model differential line driver. 

Wolfspeed brand's E3D20065D SIC diode with 650 V 
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and 56 A rated was preferred for the reverse diode in 

the ABC circuit. The filter capacitors contain 560 F 

aluminum electrolytic and 470 nF film capacitors of the 

Wurth brand. The inductances were produced as 52 

turns using Magnetics brand 0078617A7 number ferrite 

core toroid material and 4mm2 wire. AMC 1301 

integrated circuit is used as a voltage sensor and LEM 

CAS 25-np is used as a current sensor. These sensors 

provide data to the microcontroller. A signal 

conditioning circuit is necessary to connect these 

sensors to the microcontroller. This circuit both 

converts the sensor output data to a suitable voltage 

level for the microcontroller and additionally protects 

the microcontroller ADC inputs. Chroma 62000S-H 

600 V 17 A programmable power supply was used at 

the dc input of the dc/dc buck converter circuits. 

Auxiliary power supply (UTP3315TFL-II) was used to 

provide 12V for circuits such as control card, gate 

driver, fans, etc. Voltage probe (Pintek DP25) and 

current probe (TCPA3000) were used to measure input 

and output voltage and current data. These probes are 

compatible with both oscilloscope and data acq card 

(NI USB 6356). While the oscilloscope shows the 

signals waveform on its screen, daq card can transfer 

the measured data to computer. 

 

Figure 8. Photograph of the experimental setup 

 

 

Figure 9. Photograph of the dc/dc buck converter and the 

control board 

The 200 V 24 Ah rated LifePO4 EV battery was 

connected to the output of the dc/dc buck converter 

circuits. Since the input/output current and voltage 

graphs of the ABC and SBC circuits are the same, the 

oscilloscope results for the SBC topology are given in 

Figure 10. In this operating state, the input voltage and 

current of the SBC circuit are 198.7 V and 7.856 A, and 

the output voltage and current are 149.2 V and 10.58 A. 

In this case, the EV battery group is charged with 1578 

W. The oscilloscope results also give the gate signals 

of the SIC MOSFETs in the circuit. 

The ISBC circuit was operated at the same input/output 

voltage and current values as the SBC circuit. In this 

case, the input/output current and voltage graphs of the 

ISBC circuit are given in Figure 11. In this case, the 

total circuit output current is the same as the SBC and 

10.79 A. However, it is understood from the 

oscilloscope that the total current is shared with the two 

inductances in the circuit iL=iL1+iL2. The current 

ripples in SBC and ISBC circuits are iL_SBC 1600 mA 

and iL_ISBC 840 mA, respectively. Experimental results 

have shown that the current ripple at the ISBC circuit 

output decreases. 

In the experimental study, a comprehensive 

investigation of circuit-level efficiency and 

component-level power loss was conducted. The 

efficiency measurement at the circuit level, which 

constitutes the first phase, was examined for ABC, 

SBC, and ISBC.  

 

Figure 10. The input/output voltage and current waveforms 

of the SBC circuit (Ch1:vin, Ch2: iin, Ch3: vbat, Ch4: iL) 

 

Figure 11. The input/output voltage and current waveforms 

of the ISBC circuit (Ch1: iL_buck2, Ch2: iin, Ch3: vbat, Ch4: 

iL_buck1, Chmath: iL_buck1+ iL_buck2) 

In the second stage, a component-level loss analysis 

was performed to explore the factors affecting 

efficiency during transitions between circuit 
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topologies, specifically focusing on the losses 

associated with the diode, SIC MOSFET, and output 

capacitor. The first component-level analysis aims to 

explain the shift from ABC to SBC by conducting a loss 

analysis for the diode and SIC MOSFET on the low 

side. Another loss analysis was carried out for the 

transition from SBC to ISBC to help explain the reasons 

behind the high-side SIC MOSFET losses. The final 

component-level study involves power loss analysis on 

the output capacitor. 

Firstly, for circuit-level efficiency analysis of the dc/dc 

buck converter, the topologies mentioned in the study 

were modeled with MATLAB/Simulink. The 

simulation processes considered the circuit elements' 

internal resistances and conduction losses. The dc/dc 

buck converter circuits were run in a simulation 

environment at three different charging voltages. The 

dc-to-dc efficiencies were analyzed in simulation 

studies depending on the dc/dc buck circuit output 

powers. The comparison graph of the obtained 

simulation and experimental results is given in Figure 

12. According to this power-efficiency graph, it can be 

seen that the modeling and experimental results 

coincide. When simulation results are compared to 

experimental results, the letter shows higher values. 

This difference between them is derived from factors 

including parasitic elements, simulation model 

accuracy, measurement errors, nonlinear behavior of 

components, etc. 

 

Figure 12. Simulation and experimental efficiency graph for 

vbat 185 V according to the output power change of the dc/dc 

buck converters 

According to experimental results, Figure 13 shows the 

efficiency contour graphs on the voltage/current axes of 

dc/dc buck converter topologies. In these efficiency 

graphs, the maximum efficiencies of the ABC, SBC, 

and ISBC circuits are 98.3%, 98.5%, and 99%, 

respectively. In the literature, some studies provide 

97% [17], 95% [18], 93% [19], and 92% [20] efficiency 

for ISBC. Compared with the studies in the literature, 

satisfactory results were achieved thanks to the SIC 

MOSFET and two-phase structure of dc/dc converter. 

At high current values, higher values of the ISBC 

circuit efficiency have a wider operating area. The 

simulation and experimental studies conducted in this 

study show that the ISBC circuit, one of the dc/dc buck 

converter topologies, should be preferred in the 

charging circuits of EVs due to its high efficiency. 

The diode, SIC MOSFET, and output capacitor were 

selected due to their lifecycle considerations in the 

component-level loss analysis. The voltage stress and 

current stress on the component result in power losses. 

The power loss brings about a thermal swing on the 

component. This thermal swing contributes to a 

reduction in the component's lifespan. Therefore, in the 

component-level analysis, graphs depicting 

instantaneous power variations on the component are 

provided to better understand and address these issues.  

The first component-level analysis aims to explain the 

shift from ABC to SBC by conducting a loss analysis 

for the diode and SIC MOSFET in the low side. The 

SBC circuit uses a SIC MOSFET (S2) instead of the 

diode (D1) used in the ABC circuit. The total loss 

occurring on the diode and SIC MOSFET is composed 

of conduction and switching losses. Figure 14 

illustrates these power losses. The instantaneous power 

on the graph represents the loss occurring on the diode 

for the ABC, while it indicates the loss on the SIC 

MOSFET for the SBC. The diode losses in the ABC are 

mitigated in SBC by employing MOSFETs instead of 

diodes. The power loss graph was obtained using the 

currents and voltages across D1 and S2. The figure 

shows that the instantaneous power loss on the ABC 

diode is greater than the instantaneous power loss on 

the SIC MOSFET. 

When the average values are calculated, PD1-ABC 39.72 

W and PS2-SBC 34.17 W Calculating the loss ratio with 

reference to diode losses, the loss of the S2 switch is 

14% lower, resulting in an 86% loss   

A second component-level loss analysis was carried out 

for the change from SBC to ISBC to help explain the 

reasons behind the high-side SIC MOSFET losses. 

Figure 15 illustrates S1 SIC MOSFETs of the SBC and 

ISBC switching losses. The power loss graph was 

obtained using the currents and voltages across the 

elements S1 SIC MOSFET of the SBC and ISBC. As 

illustrated in Figure 15, the instantaneous variations in 

the total loss predominantly arise from the conduction 

losses during the conduction phase of the SIC 

MOSFET. The figure shows that the instantaneous 

power loss on the S1 SIC MOSFET of the SBC is 

greater than the instantaneous power loss on the S1 SIC 

MOSFET of the ISBC. When the average values are 

calculated, PS1-SBC 10.31 W and PS1-ISBC 4.56 W 

Calculating the loss ratio with reference to the SBC, the 

loss of the ISBC is 56 % lower, resulting in an 44% 

loss. 

The final component-level study involves power loss 

analysis on the output capacitor. Figure 16 illustrates 

the instantaneous power on the output capacitor of the 

SBC and ISBC. This graph is plotted using the voltage 

across the capacitor and the current flowing through it. 

The maximum current value on the capacitor is 0.5 A 

for the SBC, whereas it is 1.0 A for the ISBC. 
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             (a)                                                           (b)                                                                 (c) 

Figure 13. Contour efficiency graphs of the dc/dc buck topologies according to the experimental study's different current and 

voltage values: (a) for the ABC, (b) for the SBC, and (c) for the ISBC

 

Figure 14. D1 diode of the ABC and S2 SIC MOSFET of the 

SBC instantaneous power for D=0.4 and Pbat=1050W 

according to the experimental of the dc/dc buck converters 

 

Figure 15. S1 SIC MOSFET of the SBC and ISBC 

instantaneous power for D=0.4 and Pbat=1050W according 

to the experimental of the dc/dc buck converters 

 

Figure 16. Output capacitor of the SBC and ISBC 

instantaneous power for D=0.4 and Pbat=1050W according 

to the experimental of the dc/dc buck converters 

Consequently, the power loss due to the internal 

resistance of the output capacitor is reduced in the 

ISBC. The given equivalent series resistance value 

RCout in the table is 54 m. A small loss is expected 

considering the capacitor current and this RCout value. 

When the average values are calculated, PCo-SBC 17.8 

mW and PCo-ISBC 10.8 mW Calculating the loss ratio 

concerning SBC, the loss of the ISBC is 40% lower, 

resulting in a 60% loss. 

4. Conclusion 

This study analyzed the simulation and experimental 

results of the dc/dc buck converter topologies used in 

electric vehicle wireless charging systems. The fact that 

this converter circuit inside the vehicle in EVs is light, 

low-volume, and high-efficiency will increase the 

vehicle's range. This study shares the results of 

asynchronous buck, synchronous buck, and interleaved 

synchronous buck converter circuit topologies in the 

literature. In experimental test results, the ABC circuit 

was operated with 98.3% efficiency at 1060 W power, 

the SBC circuit with 98.5% efficiency at 1063 W 

power, and the ISBC circuit with 99% efficiency at 

1066 W power. The loss analysis has revealed that the 

most significant losses occur across the diode between 

SIC MOSFET and the output capacitor. This 

emphasizes the advantage of change from ABC to 

SBC. Moreover, the loss analysis indicates that 

transitioning to the ISBC from SBC results in a more 

advantageous circuit, as the current phases are shared, 

enhancing the overall efficiency of the circuit. These 

circuit-level and component-level results show that the 

ISBC circuit topology should be preferred as it operates 

with low current ripple and high efficiency at high 

powers. Compared with the studies in the literature, 

satisfactory results were achieved thanks to the SIC 

MOSFET and the ISBC structure of the dc/dc 

converter. 
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1. Introduction

Fractional calculus is used to investigate frac-
tional integral operators and derivatives of any
order. This is a well-known idea that has shown
to be quite helpful in explaining many memory
and internal process phenomena. These phenom-
ena are extremely valuable for tackling a variety
of problems related to science and technology, in-
cluding physics, chemistry, biology, cybernetics,
economics, electronics, and many more domains
that have emerged in recent decades. We refer
the readers to the following references for more
details [1–7], and [8].

Despite its long history, fractional calculus still
has a large number of unsolved remaining prob-
lems, from both theoretical and applied perspec-
tives (see references [4, 9] and [10]). Over the

last few years, various forms of fractional oper-
ators have been introduced in the scientific liter-
ature [11].

Obtaining generalized fractional operators is a
major challenge in the present time. It was re-
cently demonstrated that the use of a large class
of fractional operators yields interesting mathe-
matical results. However, in practice, real data is
important in determining which fractional opera-
tor produces the best results for a certain kind of
models.

In this context, the interesting Dzherbashian–
Nersesian fractional operator was first proposed
in 1968 [12], but was rarely studied. This is a
generalized fractional operator for which the frac-
tional operators; Riemann–Liouville (R–L) frac-
tional integral, Caputo derivative and Hilfer (HF)
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are special cases, that can be obtained by a spe-
cial setting of parameter values in the fractional
operator of Dzherbashian - Nersesian [13,14].

Integral transformations are mathematical opera-
tions that transform a function from one domain
to another. They are tools used in various fields to
simplify difficulties and discover answers. These
transformations map a function from the time or
space domain to the frequency or complex plane
domain, making it easier to study and solve prob-
lems.

These integral transformations, on the other
hand, are important for the simplification they
provide, most commonly in the processing of dif-
ferential equations under precise boundary condi-
tions. A well-chosen set of integral transforma-
tions aid in the conversion of differential equation
and integro-differential equation into easily solv-
able algebraic equations. To complete the pro-
cedure, the solution that is found is the trans-
form of the solution of the original differential
equation, which must be inverted. Many in-
tegral Laplace transformations have been intro-
duced over the last two decades, including the
Sumudu [15], Elzaki [16], Natural [17], Aboodh
[18], Pourreza [19, 20], Mohand [21], Sawi [22],
Shehu [23] and Kamal transformations [24].

In ref. [25], H. Jafari proposed a new integral
transform in 2021. This new generalized inte-
gral transform, which will be abbreviated as NG-
Transform in the remainder of this article, in-
cludes a variety of the family of Laplace trans-
forms, and is particularly useful for solving dif-
ferential equations and integro-differential equa-
tions. Recently, some authors applied this trans-
form to some fractional operators, such as: AB
fractional derivative [38], CF fractional deriva-
tive [26], R–L fractional integral and Caputo de-
rivative of fractional order [41], Hilfer–Prabhakar
fractional derivatives in [27], and Costa et al. in
[28] for the k–Hilfer fractional derivative. On the
other hand, others have applied this transform in
several works, e.g., [29–33], and [34].

Based on the above, the motivation of this re-
search is to investigate and demonstrate cer-
tain important properties of NG-Transform that
have not before been employed as solutions to
some types of Cauchy problems involving the
Dzherbashian–Nersesian fractional operators.

This paper is organised into five sections: Sec-
tion 2 covers important key definitions, proper-
ties, theorems and lemmas, and some useful re-
sults about the new generalised integral trans-
form, which are used throughout the remainder
of the paper. In section 3, we provide some
key findings derived via the NG-Transform of the

Dzherbashian–Nersesian fractional operator, and
give some special cases in section 4. Various
applications of the Dzherbashian–Nersesian frac-
tional operator implementing the NG-Transform
to solve some Cauchy-type problems are given in
Section 5. The conclusion follows next in Section
6.

2. Preliminary

For the sake of clarity, we give in following para-
graphs some fundamental definitions and con-
cepts. There are also interesting results regarding
the new transform.

Definition 1. (see [35]). The left sided R–L frac-
tional integral Iα0+,t of v ∈ L1([a, b]) is given by the

following formula

Iα0+,tv (t) =

t∫
0

(t− τ)α−1v(τ)

Γ(α)
d τ, t > 0, α > 0.

(1)

Definition 2. (see [36]). The Caputo derivative
of fractional order α for the function v (t) is de-
scribed as

CDα
a+v (t) =


∫ t
a

(t−τ)m−α−1v(m)(τ)
Γ(m−α) dτ,

if 0 < m− 1 < α < m,
dm

dtm
v (t) if α = m.

(2)

Definition 3. (see [37]). Let α ∈ (0, 1) , σ ∈
[0, 1] , v ∈ L1 [a, b] , v ∗ t(1−σ)(1−α)

Γ((1−σ)(1−α)) ∈ AC1 [a, b] .

The Hilfer fractional derivative (H–FD) is ex-
pressed as

Dα,σ
a+
v (t) =

(
I
σ(1−α)
a+

d

dt

(
I
(1−σ)(1−α)
a+

v
))

(t) .

(3)

Remark 1.

for σ = 0 in (3), the H–FD coincides with the
fractional operator Dα

0+,t (2).

Definition 4. (see [12]). The fractional opera-
tor Dzherbashian–Nersesian Dαm

0+,t
of order m is

expressed as

Dαm

0+,t
v (t) = I1−σm

0+,t
D
σm−1

0+,t
D
σm−2

0+,t
...Dσ1

0+,t
Dσ0

0+,t
v (t) ,

t > 0,m ∈ N, 0 < αm ≤ m,
(4)

where

αm =

m∑
r=0

σr − 1, σr ∈ (0, 1] . (5)

Special cases

(1) for m = 1 in (4), we have (see [12])

Dα1

0+,t
v (t) = I1−σ1

0+,t
Dσ0

0+,t
. (6)
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(2) For σ1 = σ2 = ... = σm = 1 and σ0 =
1 + α − m, where σ0 ∈ (0, 1), in (4) we
have (see [14])

Dαm

0+,t
v (t) =

dm

dtm
Im−α
0+,t

v (t) = Dα
0+,tv (t) . (7)

In this case, Dzherbashian–Nersesian frac-
tional operator reduces to the fractional
operator Dα

0+,t of order m − 1 < α ≤ m

which given by the equation 2.
(3) For σ0 = σ2 = ... = σm−1 = 1 and

σm = 1 + α − m, where σm ∈ (0, 1), in
(4) we have (see [14])

Dαm

0+,t
v (t) = Im−α

0+,t

dm

dtm
v (t) = cDα

0+,tv (t) . (8)

This case, Dzherbashian–Nersesian frac-
tional operator interpolates to the CFD
operator CDα

0+,t of order α.

(4) For σm = 1 − σm − +σα, σ0 = 1 +
α − m − σm, where σ0, σm ∈ (0, 1) and
σ1 = σ2 = ... = σm−1 = 1 in (4) we have
(see [14])

Dαm

0+,t
v (t) =

dm

dtm
v (t) = Dα

0+,tv (t) . (9)

In this instance, the Dzherbashian–
Nersesian fractional operator is reduced to
HFD of order m − 1 < α < m, and type
0 < σ < 1.

Definition 5. (see [25]) Let v (t) be a integrable
function defined for t ≥ 0, ζ (p) ̸= 0 and ψ (p)
are positive real functions. The NG-Transform of
v (t) is expressed as

TNG {v (t) , p} = F (p)
= ξ (p)

∫∞
0 v (t) exp (−ψ (p) t) dt,

(10)

provided the integral exists for some ψ (p).

The new transform F (p) exists for all ψ (p) > ϕ
and has numerous properties such as linear opera-
tor for example, a more detailed discussion about
this can be found in [25]. Inversion formula of
(10), is given by [38]

F−1 (p) = TNG
−1
{
ξ (p)

∫∞
0 v (t) exp (−ψ (p) t) dt

}
= v (t) .

(11)

This new integral transform can be easily im-
plemented directly to an appropriate problem by
specifically selecting ξ (p) and ψ (p). In the table
1, we mention some of them.

Theorem 1. (See [25]). Let ξ (p) , ψ (p) > 0, the
NG-Transform of derivatives of v(t) is defined as

TNG
{
v(m) (t) , p

}
= (ψ (p))m [F (p)

−ξ (p)
∑m−1

r=0 (ψ (p))−1−r v(r)) (0)
]
,∀m ∈ N.

(12)

Theorem 2. (See [25, 38]). Let F1(p) =
TNG {v1, p} and F2(p) = TNG {v2, p}, then

TNG {v1 ⋆ v2, p} =
∫∞
0 v1 (t) v2 (t− z) dz

=
1

ϕ (s)
F1(p).F2(p).

(13)

Definition 6. (See [10,39,40]). For any w ∈ C,
The usual Mittag-Leffler (ML) function is defined
as

Eη (w) =
∞∑
i=0

wi

Γ (ηi+ 1)
, w ∈ C, Re(η) > 0.

(14)
where Re denotes the real part. The 2-parameters
ML function is given by [10]

Eη,β(w) =

∞∑
i=0

wi

Γ(ηi+ β)
, w ∈ C, (15)

Re(η) > 0, Re(σ) > 0,

such that Eη,1 (z) = Eη (w) , and the 3-parameters
ML function is stated as [39,40]

Eγη,β (w) =
1

Γ(γ)

∑∞
i=0

Γ(γ+i)
Γ(ηi+β)

wi

i! , w ∈ C,
Re(η) > 0, Re (β) > 0, Re (γ) > 0.

(16)

Lemma 1. (See [38]). Let η ∈ (0, 1) and z ∈ R
such that 0 < ψ (p) < |z|

1
η , then

TNG
{
tσ−1Eγη,σ (zt

η) , p
}
=

ξ (p)

ψ (p)σ

(
1− z

ψ (p)η

)−γ
.

(17)

Proposition 1. (See [38, 41]). The NG-
Transform of tα is expressed as

TNG {tα, p} = Γ (α+ 1)
ξ (p)

ψ (p)α+1 , α > 0. (18)

Theorem 3. (See [41] ). The NG-Transform of
RLF integral of v is presented as

TNG

{
Iα0+,tv (t) , p

}
=

F(p)

ψ (p)α
, (19)

where α > 0 and F(p) is denoted by the NG-
Transform of the function v(t).

3. Main results

In the following part, we will derive the NG-
Transform on the Dzherbashian–Nersesian frac-
tional operator and discuss some particular cases.
Let v(t) ∈ A with TNG {v (t) , p} = F(p).

Lemma 2. The NG-Transform of RLF derivative
of v is given as follows

TNG

{
Dα

0+,tv (t) , p
}
= [ψ (p)]α F(p)

−ξ (p)
∑m−1

k=0 [ψ (p)]k
[
Dα−k−1

0+,t
v (t)

]
t=0+

,

m− 1 < α ≤ m.
(20)
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Table 1. Relation between the NG-Transform and other integral transforms.

Transform Definition Jafari transform
Laplace [7] L{v (t) , p} =

∫∞
0 v(t)e−ptdt ξ (p) = 1 and ψ (p) = p

Sumudu [15] S {v (t) , p} = 1
p

∫∞
0 v(t)e−ptdt ξ (p) = ψ (p) =

1

p

Elzaki [16] E {v (t) , p} = p
∫∞
0 v(t)e

t
p ξ (p) = 1 and ψ (p) =

1

p

Natural [17] N {v (t) , p, u} = p
∫∞
0 v(ut)e−ptdt ξ (p) = u and ψ (p) =

p

u

Aboodh [18] A {v (t) , p} = 1
p

∫∞
0 v(t)e−ptdt ξ (p) =

1

p
and ψ (p) = 1

Mohand [21] M{v (t) , p} = p2
∫∞
0 v(t)e−ptdt ξ (p) = p2 and ψ (p) = p

Sawi [22] R{v (t) , p} = 1
p2

∫∞
0 v(t)e

− t
pdt ψ (p) =

1

p
and ξ (p) = ψ (p)2

Kamel [24] K{v (t) , p} = p
∫∞
0 v(t)e

− t
pdt ξ (p) = 1 and ψ (p) =

1

p

Shehu [23] SH{v (t) , p, u} =
∫∞
0 v(t)e−

pt
u dt ξ (p) = 1 and ψ (p) =

p

u

Proof. Using the NG-Transform on both sides of
(2) and subsequently the relation (12), we get

TNG

{
Dα

0+,tv (t) , p
}

= TNG

{
dm

dtm
Im−α
0+,t

v (t) , p

}
= [ψ (p)]m TNG

{
Im−α
0+,t

v (t) , p
}

−ξ (p)
∑m−1

k=0 [ψ (p)]k

×
[(

d
dt

)(m−1−k)
Im−α
0+,t

v (t)
]
t=0+

= [ψ (p)]α F(p)

−ξ (p)
∑m−1

k=0 [ψ (p)]k
[
Dα−k−1

0+,t
v (t)

]
t=0+

.

This is the desired result (20). □

Remark 2. Lemma (2) generalizes some results
that already exist, so for example:

(1) The Laplace integral transform of R–L
fractional operator, which is given by
equation (2), is obtained when ξ (p) = 1
and ψ (p) = p (see [35]), i.e.

L
{
Dα

0+,tv (t) , p
}

= pαL{v (t) , p} −
∑m−1

k=0 p
k
[
Dα−k−1

0+,t
v (t)

]
t=0+

.

(2) If we take ξ (p) = ψ (p) =
1

p
, yields

Sumudu’s integral transform witch is
mentioned in the work [42], i.e.,

S
{
Dα

0+,tv (t) , p
}
= p−αS {v (t) , p}

−
∑m−1

k=0 p
−(k+1)

[
Dα−k−1

0+,t
v (t)

]
t=0+

.
(21)

The NG-Transform of the Dzherbashian–
Nersesian fractional operator is obtained by the
following theorem.

Theorem 4. The NG-Transform of
Dzherbashian–Nersesian fractional operator of or-
der αm (0 < αm < m) is expressed as follows

TNG

{
Dαm

0+,t
v (t) , p

}
= [ψ (p)]αm TNG {v (t) , p}

− ξ (p)
m∑
r=1

[ψ (p)]αm−αm−r−1
[
D
αm−r

0+,t
v (t)

]
t=0+

.

(22)

Proof. Using the Dzherbashian–Nersesian frac-
tional operator formulation, the NG-Transform of
the Equation (4), and the lemma (2), we get

TNG

{
Dαm

0+,t
v (t) , p

}
= TNG

{
I1−σm
0+,t

D
1−σm−1

0+,t
D

1−σm−2

0+,t
...D1−σ1

0+,t
D1−σ0

0+,t
v (t) , p

}
= [ψ (p)]σm−1 TNG

{
D
σm−1

0+,t
D
σm−2

0+,t
...D1−σ1

0+,t
D1−σ0

0+,t
v (t) , p

}
= [ψ (p)]σm−1+σm−1 TNG

{
D
σm−2

0+,t
...Dσ1

0+,t
Dσ0

0+,t
v (t) , p

}
− ξ (p) [ψ (p)]σm−1

[
D
σm−1−1
0+,t

D
σm−2

0+,t
...Dσ1

0+,t
Dσ0

0+,t
v (t)

]
t=0+

.

Continuing in the similar manner, we have

TNG

{
Dαm

0+,t
v (t) , p

}
= [ψ (p)]

∑m
r=0 σr−1 TNG {v (t) , p}

−ξ (p)
m−1∑
r=0

[ψ (p)]σm−r

[
D
σm−r−1
0+,t

v (t)
]
t=0+

.

Using Formula αm =
∑m

r=0 σr − 1 and after
some calculations, we finally get the desired re-
sult (22). □
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4. Special cases

The following corollary presents a few impor-
tant results in different cases of the Jafari in-
tegral transform of the Dzherbashian–Nersesian
fractional operator.

Corollary 1. The NG-Transform of the
Dzherbashian–Nersesian fractional operator of or-
der αm ( 0 < αm < m ) is expressed as

TNG

{
Dαm

0+,t
v (t) , p

}
= [ψ (p)]αm (TNG {v (t) , p}

− ξ (p)
m∑
r=1

[ψ (p)]−αm−r−1
[
D
αm−r

0+,t
v (t)

]
t=0+

)
.

• When ξ (p) = 1 and ψ (p) = p, we obtain
the Laplace transform of the fractional op-
erator of Dzherbashian–Nersesian, which
is studied in [14], i.e.,

L
{
Dαm

0+,t
v (t) , p

}
= pαm (L{v (t) , p}

−
m∑
r=1

p−αm−r−1
[
D
αm−r

0+,t
v (t)

])
t=0+

,

where L{v (t) , p} denotes the Laplace
transform of a function v(t).

• The Sumudu integral transform of the
Dzherbashian–Nersesian fractional oper-

ator is obtained, when ξ (p) =
1

p

and ψ (p) =
1

p
. If we represent the

Sumudu transform of a function v(t) as
S {v (t) , p}, we get

S
{
Dαm

0+,t
v (t) , p

}
= p−αmS {v (t) , p}

−
∑m

r=1 p
αm−r−αm

[
D
αm−r

0+,t
v (t)

]
t=0+

.
(23)

• When ξ (p) = 1 and ψ (p) =
p

u
, we get

the formula for the Shehu transformation
of the Dzherbashian–Nersesian fractional
operator. If V (p, u) denotes the Shehu
transform of a function v(t), then

SH
{
Dαm

0+,t
v (t) , p, u

}
=
( p
u

)αm (V (p, u)

−
∑m

r=1

(
u
p

)αm−r+1 [
D
αm−r

0+,t
v (t)

]
t=0+

)
.

(24)
• The Elzaki transform of the Dzherbashian–
Nersesian fractional operator is obtained,

when ξ (p) = 1 and ψ (p) =
1

p
, we have

E
{
Dαm

0+,t
v (t) , p

}
= p−αmE {v (t) , p}

−
∑m

r=1 p
αm−r−αm+1

[
D
αm−r

0+,t
v (t)

]
t=0+

,
(25)

where the Elzaki transform of v(t) is de-
notes by E {v (t) , p}.

• When ξ (p) =
1

p2
and ψ (p) =

1

p
, the NG-

Transform yields in the Sawi transform
of the Dzherbashian–Nersesian fractional
operator. If we designate the Sawi trans-
form of v(t) as R{v (t) , p}, then

R
{
Dαm

0+,t
v (t) , p

}
= p−αmR{v (t) , p}

−
∑m

r=1 p
αm−r−αm−1

[
D
αm−r

0+,t
v (t)

]
t=0+

.
(26)

• When ξ (p) =
1

p
and ψ (p) = 1, the NG-

Transform produces the Aboodh integral
transform of the Dzherbashian–Nersesian
fractional operator. If the Aboodh trans-
form of v(t) is denoted by A {v (t) , p}, we
get

A
{
Dαm

0+,t
v (t) , p

}
= A {v (t) , p}

− 1

p

m∑
r=1

[
D
αm−r

0+,t
v (t)

]
t=0+

.

(27)

• The Natural integral transform of the
Dzherbashian–Nersesian fractional opera-
tor is obtained when ξ (p) = u and ψ (p) =
p

u
. If the Natural integral transform of

v(t) is represented by W (p, u), then

N
{
Dαm

0+,t
v (t) , p, u

}
=
(p
u

)αm

W (p, u)

−u
∑m

r=1

(p
u

)αm−αm−r−1 [
D
αm−r

0+,t
v (t)

]
t=0+

.

(28)
• When ξ (p) = p2 and ψ (p) = p, the
NG-Transform yields the Mohand trans-
form to the Dzherbashian–Nersesian frac-
tional operator. If we represent the Mo-
hand transform of v(t) by M{v (t) , p}, we
obtain

M
{
Dαm

0+,t
v (t) , p

}
= pαm (M{v (t) , p}

−
∑m

r=1 p
1−αm−r

[
D
αm−r

0+,t
v (t)

]
t=0+

)
.

(29)

• When ξ (p) = 1 and ψ (p) =
1

p
, the

NG-Transform yields the Kamal integral
transform of the fractional operator of
Dzherbashian–Nersesian. If we denote the
Kamal integral transform of a function
v(t) by K{v(t), p}, then

K
{
Dαm

0+,t
v (t) , p

}
= p−αmK{v (t) , p}

−
∑m

r=1 p
αm−r−αm+1

[
D
αm−r

0+,t
v (t)

]
t=0+

.
(30)
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Proof. The preceding conclusions are clearly
demonstrated by the Equation (22) and the ta-
ble 1.

□

Remark 3. If σ1 = σ2 = ... = σm = 1 and
σ0 = 1 + α − m, where σ0 ∈ (0, 1), then, the
NG-Transform of RLF derivative of order α ∈
(m− 1,m) is obtained , i.e.,

TNG

{
Dα

0+,tv (t) , p
}
= [ψ (p)]α TNG {v (t) , p}

−ξ (p)
∑m−1

r=0 [ψ (p)]m−r−1
[
Dr

0+,tI
m−α
0+,t

v (t)
]
t=0+

.

(31)

Remark 4. When σ0 = σ2 = ... = σm−1 = 1 and
σm = 1+α−m, where σm ∈ (0, 1), Equation (22)
interpolates The NG-Transform of CFD operator
of order α ∈ (m− 1,m), i.e.,

TNG

{
cDα

0+,tv (t) , p
}
= [ψ (p)]α TNG {v (t) , p}

−ξ (p)
∑m−1

r=0 [ψ (p)]α−r−1
[
Dr

0+,tv (t)
]
t=0+

.

(32)

In this particular case, it was studied in [41] .

Remark 5. For σm = 1 + σ (α−m), σ0 =
1 + (α−m) (1− σ), where σ0, σm ∈ (0, 1) and
σ1 = σ2 = ... = σm−1 = 1 in (4, we gain The
NG-Transform of Hilfer–fractional derivative of
order α ∈ (m− 1,m) and 0 < σ < 1, i.e.,

TNG

{
Dα

0+,tv (t) , p
}
= [ψ (p)]α TNG {v (t) , p}

−ξ (p)
∑m−1

r=0 [ψ (p)]r−σ(m−α)

×
[
Dm−r−1

0+,t
I
(m−α)(1−σ)
0+,t

v (t)
]
t=0+

.

(33)

5. Applications

In this part, we will illustrate how to resolve
certain Cauchy-type problems employing the
Dzherbashian–Nersesian fractional operator and
the NG-Transform.

Example 1. Consider the following problem (See
[12]):{

Dαmv (t) = u (t) , t ∈ (0, b) , b > 0,
Dαrv (t)|t=0 = v0r , r = 0, 1, ...,m− 1.

(34)
u (t) denotes an arbitrary function such that

Iαm

0+,t
u (t) exists and

{
v0r
}m−1

r=0
is a specified set of

real numbers. In the work [12], the existence of
the solution and its uniqueness are proved, and
they found the solution explicitly in a direct way.
Here we will try to find the solution by employing
The NG-Transform of the fractional operator of
Dzherbashian–Nersesian.

To start, we apply the NG-Transform to both sides
of (34) to get

TNG {Dαmv (t) , p} = TNG {u (t) , p} ,
which yields

[ψ (p)]αm TNG {v (t) , p}

−ξ (p)
m∑
r=1

[ψ (p)]αm−αm−r−1 [Dαmv (t)]t=0

= TNG {u (t) , p}
or

TNG {v (t) , p} = ξ (p)
∑m

r=1 [ψ (p)]−αm−r−1 v0m
+ [ψ (p)]−αm TNG {u (t) , p} .

(35)

When implementing the general inverse transfor-
mation of (35) with (18) and (19), we obtain

v (t) = TNG
−1

(
m∑
r=1

ξ (p)

[ψ (s)]αm−r+1 v
0
m

)

+ TNG
−1

(
TNG {u (t) , p}

[ψ (s)]αm

)
=

m∑
r=1

v0m
tαm−r

Γ (αm−r + 1)
+ Iαm

0+,t
u (t) .

which is the exact solution of (34).

Example 2. Consider the following problem (See
[12]):

Dαmv (t) = λv (t) , (36)

subject to,

Dαkv (t)|t=0 =

{
1, k = j,
0, k = 0, 1, ..., j − 1, j + 1

,

(37)
where λ is an arbitrary parameter.

Applying the NG-Transform to both sides of
Eq.(36), yields

[ψ (p)]αm TNG {v (t) , p}
−ξ (p)

∑m
r=1 [ψ (p)]αm−αm−r−1 [Dαmv (t)]t=0

= λTNG {v (t) , p} .
Therefore

TNG {v (t) , p}

=
ξ (p)

[ψ (p)]αm − λ

m∑
r=1

[ψ (p)]αm−αm−r−1 [Dαmv (t)]t=0 ,

=

m∑
r=1

ξ (p)

[ψ (p)]αm−r+1

1

1− λ
[ψ(p)]αm

[Dαmv (t)]t=0 ,

=
m−1∑
k=0

ξ (p)

[ψ (p)]αk+1

1

1− λ
[ψ(p)]αm

[Dαkv (t)]t=0 .
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Using the initial conditions (37), we get

TNG {v (t) , p} =
ξ (p)

[ψ (p)]αj+1

(
1− λ

[ψ (p)]αm

)−1

.

(38)
By taking the inverse transform F−1 of both sides
of the eq.(38) and using relation (17) we get

v (t) = tαm−rEαm,αm−r+1 (λt
αm) .

6. Conclusion

New results of the NG-Transform on the
Dzherbashian–Nersesian fractional operator are
presented in this paper. First, the expression
for the NG transform of fractional Dzherbashia–
Nersesian operator is constructed. Then the
expression for Laplace transform of fractional
Dzherbashian-Nersesian operator of [14] is shown
to be a special case of this new results. It has also
been shown that the Riemann-Liouville, Caputo,
and Hilfer derivatives are special cases of the frac-
tional Dzherbashian–Nersesian operator [13] .

It is possible to deduce many expressions which
relate integral transforms to the various operators
from the relation that give the NG-transform of
the Dzherbashian-Nersesian fractional operator.

The initial-boundary value problems for a fourth-
order differential equation within the power-
ful fractional Dzherbashian–Nersesian operator
(FDNO) are investigated in the research [13] .
The current study, illustrates how it can be used
to solve some Cauchy-type fractional differential
equations with the Dzherbashian-Nersesian frac-
tional operator.

In the near future, we will try to use this opera-
tor to model phenomena related to the real world,
especially modeling diseases and social pests.
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1. Introduction

Over the past two decades, fractional differential
systems have been widely used in the mathemati-
cal modeling of real phenomena such as diffusion,
fluid mechanics, and viscoelasticity [1, 2]. These
applications have motivated many researchers in
the field of differential systems to study frac-
tional differential systems with different fractional
derivatives. In many processes or phenomena
with long-range temporal cumulative memory ef-
fects and/or long-range spatial interactions, nu-
merical and theoretical results have also shown
that fractional differential systems offer more ad-
vantages than integer-order systems. Recently,
the theory of fractional differential systems has
become an important research topic in the field
of evolutionary systems [3–5].

In this paper, we consider Ω as a bounded re-
gion in Rn whose boundary is sufficiently smooth

∂Ω, and ε ∈]1, 2[ . From now on, we denote
Q = Ω×]0, T ] and Σ = ∂Ω×]0, T ] and we con-
sider the following fractional system on the finite
interval ]0, T ]:



RLDε
0+Θ(x, t) = AΘ(x, t) in Q,

lim
t→0+

I2−ε
0+

Θ(x, t) = Θ0(x) in Ω,

lim
t→0+

∂

∂t
I2−ε
0+

Θ(x, t) = Θ1(x) in Ω,

Θ(ξ, t) = 0 on Σ,

(1)

where RLDε
0+ is the Riemann-Liouville fractional

order derivative, A is a second order, linear, differ-
ential operator, and Iε

0+ is the Riemann–Liouville
fractional integral of order ε. The Riemann-
Liouville fractional derivative is one of the most
important extensions of ordinary integer order
derivatives. Differential equations with this type
of fractional derivative require special forms of
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initial conditions. The study of distributed sys-
tems involves analyzing and designing these sys-
tems based on their mathematical models, includ-
ing tasks such as determining system stability and
observability, as well as designing control and ob-
server algorithms to ensure the system behaves
as desired. Fractional calculus provides a power-
ful tool for analyzing and designing fractional dis-
tributed systems, as it allows for a more complete
and accurate description of the system’s behavior.

In recent years, the observability of fractional
equations has received considerable attention.
Observability refers to the ability to determine
an initial state on the basis of its inputs and out-
puts, and is a crucial concept in the analysis of
control systems. In general, the observability of
fractional equations in abstract spaces comprises
two cases: exact observability and approximate
observability. When studying the exact observ-
ability of fractional systems in abstract spaces,
we assume that the observability operator has a
bounded inverse operator. Approximate observ-
ability, as opposed to exact observability, is better
suited to describing natural phenomena. Previ-
ous research has extensively studied observability
in classical systems, including integer-order dis-
tributed parameter systems. For instance, Wang
[6] discussed observability in such systems, while
Goodson and Klein [7] established observability
criteria for simple systems, such as the wave equa-
tion and heat equation. More recent studies have
examined observability through regional analy-
sis. For example, Bourray, Boutoulout, and El
Alaoui [8, 9] studied the regional boundary ob-
servability and the regional gradient observabil-
ity for distributed parameter systems of integer
order, while [10] developed regional enlarged ob-
servability for integer-order linear parabolic sys-
tems. For time-fractional distributed parameter
systems with Riemann-Liouville fractional deriv-
ative, [11] developed the regional gradient ob-
servability. Zguaid, El Alaoui, and Boutoulout
[12] studied the observability of a class of lin-
ear time-fractional diffusion systems with Caputo
derivative of order 0 < ε < 1. Additionally,
other definitions of observability have been pro-
posed in the literature, such as the fractional ob-
servability Gramian and matrix, studied by the
authors in [13]. They also derived controlla-
bility and observability conditions for fractional
continuous-time linear systems based on Gramian
matrices. Furthermore, [14] explored regional ob-
servability for Hadamard-Caputo time fractional
distributed parameter systems, and in [15], the
pseudo-state representation was used to construct
Luenberger-like observers for estimating various

variables. For a deeper understanding of ob-
servability for classical and fractional systems we
refer the reader to the literature [16–28]. Ac-
cording to the academic literature, the observ-
ability of linear systems has been widely stud-
ied, with multiple methods proposed for calcula-
tion. One such method is the Hilbert Uniqueness
Method (HUM). The HUM approach is based on
the principles of Hilbert space theory and can be
extended to time-fractional distributed systems.
Using HUM, observability can be determined by
converting the reconstruction problem into a sol-
vency one [29]. There are many articles that dis-
cuss the applications of the HUM approach, and
we refer the reader to [30–34].

Inspired by the above-mentioned articles, the
aim of this work is to study the observability
of Riemann-Liouville time-fractional system (1).
Our contribution consists of giving several char-
acterizations for the exact and approximate ob-
servability of the linear system under considera-
tion. We present a method for reconstructing the
initial state in the desired region. In addition, we
provide some simple numerical simulations that
support our theoretical results.

This work is structured as follows: The first
section provides an overview of the mathemati-
cal and conceptual foundations that will be used
throughout the work. The second section focuses
on the definitions and observability characteris-
tics of fractional linear-time distributed systems
with a Riemann-Liouville type derivative of or-
der 1 < ε < 2, including exact and approximate
observability. In the third section, we introduce
the concept of fractional Green’s formula with or-
der 1 < ε < 2, and apply the HUM approach
to determine the initial state of the system. To
validate the effectiveness of the HUM approach,
we present some examples and conclude with a
numerical simulation.

2. Considered system and preliminaries

In this section, we give some definitions of
fractional derivatives and integrals of Riemann-
Liouville and Caputo types with an order of dif-
ferentiation between 1 and 2. In addition, we in-
troduce the essential concepts related to the the-
ory of the cosine family, which will be used in
this work. Moreover, we define the two-parameter
Mittag-Leffler function, which has many impor-
tant applications in fractional calculus. Let X be
a Hilbert space with the norm ∥.∥X.
We begin by outlining the definitions and key
properties of fractional integrals and derivatives
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of Riemann-Liouville and Caputo types with or-
der ε in the interval ]1, 2[.

Definition 1. [35] Let us consider Q ∈
L1(]a, b[;X).We define the left-sided fractional in-
tegral of ζ with order ε ∈]1, 2[ by the following
from:

Iε
a+Q(t) =

1

Γ(ε)

∫ t

a
(t− s)ε−1Q(s)ds, a < t ≤ b.

Where Γ(ε) =

∫ +∞

0
θε−1e−θdθ, is the Gamma

function.

We define AC([a, b];X) := {φ : [a, b] →
X , φ is absolutely continuous}.

Definition 2. [35] Let us consider ζ ∈
AC([a, b];X) then:

(1) The left-sided Riemann–Liouville frac-
tional derivative of order ε ∈]1, 2[ of a
function ζ is defined by:

RLDε
a+Q(t) =

1

Γ(2− ε)

d2

dt2

∫ t

a
(t− s)1−εQ(s)ds,

for a < t ≤ b.
(2) The right-sided Caputo fractional deriva-

tive of order ε ∈]1, 2[ of a function ζ is
defined by:

CDε
b−Q(t) =

1

Γ(2− ε)

∫ b

t
(s− t)1−ε d

2

ds2
Q(s)ds,

for a ≤ t < b.

Next, we will explore the key concepts of cosine
family theory that are relevant to this work. For
the rest of this paper, the adjoint of any operator
P , is denoted by P ∗.

Definition 3. [36] A one parameter family
(W(t))t∈R of bounded linear operators mapping
the Banach space X into itself is called a strongly
continuous cosine family if and only if:

(1) W(0) = I, where I is the identity function
of X.

(2) W(t+s)+W(t−s) = 2W(t)W(s),∀(t, s) ∈
R2.

(3) The map η 7→ W(t)η, is continuous in t
for each fixed point η ∈ X.

The sine family (U(t))t∈R associated with the
strongly continuous cosine family (W(t))t∈R is de-
fined by:

U(t)η =

∫ t

0
W(s)ηds, η ∈ X, t ∈ R.

The infinitesimal generator of the cosine family
(W(t))t∈R, which we denote A, is defined by:

Aη =
d2

dt2
W(0)η, ∀η ∈ D(A).

Where D(A) =
{
η ∈ X : W(t)η ∈ C2(R,X)

}
.

This infinitesimal generator A is a closed, densely-
defined operator in X.
We have the following proposition

Proposition 1. [37] Let A be the infinitesimal
generator of a strongly continuous cosine family
of bounded linear operators (W(t))t∈R on X, we
have:

W(t) =

+∞∑
n=0

Ant2n

2n!
, ∀t ∈ R.

For more details about strongly continuous cosine
and sine families, we refer the reader to [38,39].

The two-parameter Mittag-Leffler function, which
plays an important role in this work, is given in
the coming definition.

Definition 4. [40] The two parameter Mittag-
Leffler function is defined as:

Ep,ζ(u) =
+∞∑
j=0

uj

Γ(jp+ ζ)
; p, ζ > 0; u ∈ C.

For more details, we refer to [41] .

Throughout this paper, we maintain the assump-
tion that X := L2(Ω), and that the family of linear
operators (W(t))t∈R is uniformly bounded. This
means that there exists a constant G ≥ 1, such
that for any t in the real numbers (t ∈ R), the
norm of the operator W(t) in the space of all
linear and bounded operators from X to itself is
bounded by G.

In addition, we define the operator A : D(A) ⊂
X −→ X as the infinitesimal generator of the co-
sine family of uniformly bounded linear operators
(W(t))t∈R on the space X is defined as follows:

AΘ(x, t) =
n∑

h,k=1

∂

∂xd

[
σhk(x)

∂Θ(x, t)

∂xk

]
+σ0Θ(x, t),

(2)
∀x ∈ Ω, ∀t ∈]0, T ], where the coefficients σhk are
in C1(Ω), with 1 ≤ h ≤ n and 1 ≤ k ≤ n, and σ0
is in C1(Ω), such that:
σhk = σkh, 1 ≤ h ≤ n, 1 ≤ k ≤ n,

∃B > 0, ∀ ς ∈ Rn,

n∑
h,k=1

σdk(x)ςhςk ≥ B∥ς∥2,

(3)

for ς = (ς1, ς2, . . . , ςn) ∈ Rn and ∥ς∥2 =
n∑

i=1

ς2i .
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We consider the system (1) augmented by the fol-
lowing output functional:

ϖ(t) = CΘ(., t), ∀t ∈]0, T ]. (4)

Where C is a linear, possibly unbounded, opera-
tor called the observation operator with dense do-
main in X and range in O, where O is a Hilbert
space (observation space).

Next, we give the definition of the mild solution
for the system (1).

Definition 5. [42] For any t ∈ ]0, T ] and 1 <
ε < 2, a function Θ(., .) ∈ C(]0, T ];X), is said to
be a mild solution of the system (1) if it satisfies:

Θ(x, t) =Mq(t)Θ0(x) +Rq(t)Θ1(x), q =
ε

2
. (5)

for all t ∈]0, T ], x ∈ Ω.

Where

Mq(t) =
d

dt
tq−1Pq(t), t ∈]0, T ],

Rq(t) = tq−1Pq(t) =

∫ t

0
Mq(s)ds, t ∈]0, T ],

Pq(t) =

∫ ∞

0
qθSq(θ)W(tqθ)dθ, t ∈]0, T ],

and

Sq(ρ) =
1

q
ρ
−1− 1

q ξq(ρ
−1
q ), ρ ∈]0,+∞[,

ξq(ρ) =
1

π

∞∑
k=1

(−1)n−1(ρ)−nq−1Γ(nq + 1)

n!
sin(nπq),

for all ρ ∈]0,+∞[.

Note that Sq(.) is the Mainardi’s Wright-type
function, which is defined on ]0,+∞[ and satis-
fies:

• Sq(ρ) ≥ 0, ρ ∈]0,+∞[.

•
∫ +∞

0
ρnSq(ρ)dρ =

Γ(n+ 1)

Γ(1 + nq)
.

The measurement functional (4) can also be writ-
ten as:

ϖ(t) = Jε(t)

(
Θ0

Θ1

)
, ∀t ∈]0, T ], (6)

where Jε : X2 −→ L2(]0, T ];O) is called the ob-
servability operator, and it’s defined by:

Jε(t)

(
Θ0

Θ1

)
= CMq(t)Θ0 + CRq(t)Θ1.

Note that the operator Jε is bounded if C is
bounded, and it plays an important role in the
characterization of observability.

The objective is to determine the initial state
of a system from the output function (4). To
achieve this, the adjoint of Jε must be calculated

which is not always defined when C is unbounded.
This calculation will later aid in defining and un-
derstanding the characteristics of observability.
Then, we consider the following definition.

Definition 6. [43] We say that the operator C is
an admissible observation operator, respectively,
for Mq and Rq, if:

• ∃N1, such that:

∀z ∈ D(A),

∫ T

0
∥CMq(t)z∥2Odt ≤ N1∥z∥2X,

and

• ∃N2, such that:

∀z ∈ D(A),

∫ T

0
∥CRq(t)z∥2Odt ≤ N2∥z∥2X.

Remark 1. The admissibility condition for Mq

and Rq is always satisfied in the case where C is
bounded. Therefore, a bounded observation oper-
ator C is an admissible one.

Throughout this paper, we suppose that C is an
admissible observation operator. Then, the ad-
joint operator of Jε is given as follows:

Jε
∗ : L2(]0, T ];O) −→ X2

Y 7−→

(∫ T
0 M∗

q (t)C
∗Y(t)dt∫ T

0 R∗
q(t)C

∗Y(t)dt

)
.

(7)
Indeed:
Let us consider (y0, y1) ∈ X2, and Y ∈
L2(]0, T ];O), then:

〈
Jε(.)

(
y0
y1

)
,Y
〉

L2(]0,T ];O)

=

∫ T

0

〈
Jε(t)

(
y0
y1

)
,Y(t)

〉
O

dt

=

∫ T

0
⟨CMq(t)y0 + CRp(t)y1,Y(t)⟩O dt

=

∫ T

0

〈
y0,M

∗
q (t)C

∗Y(t)
〉
X
dt

+

∫ T

0

〈
y1, R

∗
q(t)C

∗Y(t)
〉
X
dt

=

〈(
y0
y1

)
,

(∫ T
0 M∗

q (t)C
∗Y(t)dt∫ T

0 R∗
q(t)C

∗Y(t)dt

)〉
X2

·

We extend the definitions of observability for hy-
perbolic systems to the fractional case ε ∈]1, 2[.
Consequently, we have the following definition:
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Definition 7. • The system (1) with (4) is
said to be exactly observable if:

Im (Jε
∗) = X2.

• The system (1) with (4) is said to be ap-
proximately observable if:

Im (Jε
∗) = X2.

We now present some useful properties regarding
the exact and approximate observablity. This first
proposition gives us many characterizations re-
garding the approximate observability of the sys-
tem (1).

Proposition 2. The following properties are
equivalent:

(1) The system (1) with (4) is approximately
observable .

(2) Ker (Jε) = {0}.
(3) Ker (Jε

∗Jε) = {0}.
(4) Im(Jε

∗Jε) = X2 .
(5) (JεJε

∗) is positive definite.

Proof. We show that 1 ⇔ 2, 2 ⇔ 3, 3 ⇔ 4, and
2 ⇔ 5.

• (1)⇔(2) We know that the space X2 is a
reflexive Banach space, then:

Im (Jε
∗) = X2 ⇔

[
Im (Jε

∗)
]⊥

=
[
X2
]⊥

⇔ Ker (Jε) = {0}.
• (2)⇔ (3)

i) First, let us show that: Ker(Jε
∗Jε) =

{0} ⇒ Ker(Jε) = {0}.
Let us consider y ∈ Ker(Jε), then:

Jε(t)y = 0 ⇒ Jε
∗Jε(t)y = 0

⇒ y ∈ Ker(Jε
∗Jε)

⇒ y = 0.

Then, we get: Ker(Jε) = {0}.
ii) Second, let us show that:

Ker(Jε) = {0} ⇒ Ker(Jε
∗Jε) =

{0}.
Let us consider y ∈ Ker(Jε

∗Jε), we
have:

⟨Jε∗Jε(.)y, y⟩X2 = ⟨Jε(.)y, Jε(.)y⟩L2(]0,T ];O)

= ∥Jε(.)y∥2L2(]0.T ];O).

We have Jε
∗Jε(.)y = 0, then,

Jε(.)y = 0, which implies that y ∈
Ker(Jε). Thus, y = 0.
Consequently Ker(Jε

∗Jε) = {0}.
• (3) ⇔ (4) This is a direct consequence
from the fact that:

Ker (Jε
∗Jε) =

[
Im (Jε

∗Jε)
]⊥

• (5)⇔ (2) If Jε
∗Jε is positive definite.

Then:

⟨Jε∗Jεu, u⟩ ≥ 0, ∀u ∈ X2,

and

⟨Jε∗Jεu, u⟩ = 0 ⇒ u = 0, ∀u ∈ X2·
We have

⟨Jε∗Jεu, u⟩X = ⟨Jε∗u, Jε∗u⟩L2(]0,T ];O)

= ∥Jε(.)u∥2L2(0,T ;O) ≥ 0,∀u ∈ X2.

On the other hand

[⟨Jε∗Jεu, u⟩X = 0 =⇒ u = 0]

⇔
[
∥Jε(.)u∥2L2(]0,T ];O) = 0 =⇒ u = 0

]
⇔ [Jεu = 0 =⇒ u = 0]

⇔ Ker(Jε) = {0}·
This completes the proof. □

In this next proposition, we shed light on some
characterizations regarding the exact observabil-
ity of the systeme (1).

Proposition 3. The mentioned statements are
equivalent:

(1) The system (1) with (4) is exactly observ-
able.

(2) ∃M > 0, such that:

∥z∥X2 ≤M∥Jε(.)z∥L2(]0,T ],O), ∀z ∈ X2.

(3) The operator JεJε
∗ is coercive .

(4) Im(Jε
∗) is closed and Ker(Jε) = {0}.

Before proving the main proposition, we recall the
following lemma:

Lemma 1. [44] Let F , G and H be three reflex-
ive Banach spaces. Let us consider N ∈ L(F ;H)
and T ∈ L(G;H). The mentioned statements are
equivalent:

(1) Im(N ) ⊂ Im(T ),
(2) ∃M > 0, such that:

∥N ∗z∗∥F∗ ≤M∥T ∗z∗∥G∗ , ∀z∗ ∈ H∗·

Now, we give the proof of the proposition (3).

Proof. We show that 1 ⇔ 2, 2 ⇔ 3 and 1 ⇔ 4.

• 1 ⇔ 2 This is a direct application of
Lemma (1) with:

• F = H = X2.
• G = L2(]0, T ];O).
• N = IdX2 .
• T = Jε

∗.
Where IdX2 is the identity function of X2.

• 3 ⇔ 2 If Jε
∗Jε is coercive, then there ex-

ists M > 0 such that ∀(z0, z1) ∈ X2〈
Jε

∗Jε

(
z0
z1

)
,

(
z0
z1

)〉
X2

≥ M

∥∥∥∥(z0z1
)∥∥∥∥2

X2
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⇔
∥∥∥∥Jε(.)(z0z1

)∥∥∥∥2
L2(]0,T ];O)

≥ M

∥∥∥∥(z0z1
)∥∥∥∥2

X2

⇔
∥∥∥∥Jε(.)(z0z1

)∥∥∥∥
L2(]0,T ];O)

≥
√
M

∥∥∥∥(z0z1
)∥∥∥∥

X2

.

• 1 ⇔ 4
(1) 1 ⇒ 4

Since system (1) with (4) is exactly
observable it also approximately ob-
servable . Then,

Im (Jε
∗) = X2 and Im (Jε

∗) = X2.

Then Im(Jε
∗) is closed. By using

the proposition (2) we get Ker (Jε) =
{0}.
Thus, Im(Jε

∗) is closed and
Ker (Jε) = {0}.

(2) 4 ⇒ 1
We have Ker (Jε) = {0}, Hence, by
using the proposition (2), we get

Im (Jε
∗) = X2, this, together with

the fact that Im(Jε
∗) is closed, we

obtain Im (Jε
∗) = X2.

This completes the proof. □

We give the following proposition.

Proposition 4. If the system (1) with (4) exactly

observable then the application (Jε
∗Jε)

−1 is con-
tinuous .

Proof. We know that a linear operator B is in-
vertible and of continuous inverse if and only if:

∃m > 0, such that m∥z∥ ≤ ∥Bz∥, (8)

see [44].

If the system (1) with (4) exactly observable,
then:

∃m > 0, such that, ∀(z0, z1) ∈ X2,〈
Jε

∗Jε

(
z0
z1

)
,

(
z0
z1

)〉
X2

≥ m

∥∥∥∥(z0z1
)∥∥∥∥2

X2

=⇒ ∃m > 0, such that, ∀(z0, z1) ∈ X2,

m

∥∥∥∥(z0z1
)∥∥∥∥2

X2

≤
∥∥∥∥Jε∗Jε(.)(z0z1

)∥∥∥∥
L2(0,T ;O)

∥∥∥∥(z0z1
)∥∥∥∥

X2

=⇒ ∃m > 0, such that, ∀(z0, z1) ∈ X2,

m

∥∥∥∥(z0z1
)∥∥∥∥

X2

≤
∥∥∥∥Jε∗Jε(.)(z0z1

)∥∥∥∥
L2(0,T ;O)

=⇒ (Jε
∗Jε)

−1 is continus.

This completes the proof. □

By the conditions 3, it is well known that A is
symmetric and −A is uniformly elliptic. In this

case, it is well known that −A has a set of eigen-
values (λj)j≥1, such that:

0 < λ1 < λ2 < λ3 < λ4 < · · ·λj+1 < · · · → +∞.
Each eigenvalue λj corresponds with rj eigenfunc-
tions {φjk}1≤k≤rj , where rj ∈ N∗ is the mul-
tiplicity of λj , such that Aφjk = λjφjk and
φjk ∈ D(A), ∀j ∈ N∗ and 1 ≤ k ≤ rj . In addition,
the set {φjk} j≥1

1≤rj≤j
form an orthogonal basis of

X, [45].
We give the following proposition.

Proposition 5. Let us consider Θ0,Θ1 ∈ X and
t ∈]0, T ], we have:

1. Rq(t)Θ1(x) =
+∞∑
j=1

rj∑
k=1

t2q−1E2q,2q

(
λjt

2q
)

× ⟨Θ1, φjk⟩X φjk(x).

2. Mq(t)Θ0(x) =

+∞∑
j=1

rj∑
k=1

t2q−2E2q,2q−1(λjt
2q)

× ⟨Θ0, φjk⟩X φjk(x).

Proof. Let us consider Θ0,Θ1 ∈ X and t ∈
]0, T ]. From (1), we can write the cosine family
(W(t))t≥0 in the following form:

W(t)Θ0(x) =
+∞∑
n=0

+∞∑
j=1

rj∑
k=1

t2nλnj
2n!

⟨Θ0, φjk⟩X φjk(x).

Thus,

1. Rq(t)Θ1(x)

= tq−1

∫ ∞

0
qθSq(θ)U(t

qθ)Θ1(x)dθ

= tq−1

∫ ∞

0
qθSq(θ)

∫ tqθ

0
W(s)Θ1(x)dsdθ

= tq−1

∫ ∞

0

+∞∑
j=1

rj∑
k=1

+∞∑
n=0

(tqθ)2n+1λnj
2n!(2n+ 1)

× qθSq(θ) ⟨Θ1, φjk⟩X φjk(x)dθ

= tq−1
+∞∑
j=1

rj∑
k=1

+∞∑
n=0

⟨Θ1, φjk⟩X φjk(x)

×
∫ ∞

0
qθSq(θ)

λnj (t
qθ)2n+1

2n!(2n+ 1)
dθ

= tq−1
+∞∑
j=1

rj∑
k=1

+∞∑
n=0

⟨Θ1, φjk⟩X φjk(x)

×
qλnj (t

q)2n+1

(2n+ 1)!

∫ ∞

0
Sq(θ)θ

2n+2dθ
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= tq−1
+∞∑
j=1

rj∑
k=1

+∞∑
n=0

⟨Θ1, φjk⟩X φjk(x)

×
qλnj (t

q)2n+1

(2n+ 1)!
× Γ(1 + 2n+ 2)

Γ(1 + q(2n+ 2))

= t2q−1
+∞∑
j=1

rj∑
k=1

⟨Θ1, φjk⟩X φjk(x)

×
+∞∑
n=0

(λjt
2q)n

Γ(2q + 2qn)

=
+∞∑
j=1

rj∑
k=1

t2q−1E2q,2q

(
λjt

2q
)

× ⟨Θ1, φjk⟩X φjk(x).

And,

2. Mq(t)Θ0(x) =
+∞∑
j=1

rj∑
k=1

⟨Θ0, φjk⟩X φjk(x)

× d

dt
t2q−1E2q,2q

(
λjt

2q
)

=
+∞∑
j=1

rj∑
k=1

⟨Θ0, φjk⟩X φjk(x)

×
+∞∑
n=0

(2qn+ 2q − 1)λnj t
2qn+2q−2

Γ(2q + 2qn)

=

+∞∑
j=1

rj∑
k=1

⟨Θ0, φjk⟩X φjk(x)

×
+∞∑
n=0

λnj t
2qn+2q−2

Γ(2qn+ 2q − 1)

=

+∞∑
j=1

rj∑
k=1

t2q−2E2q,2q−1(λjt
2q)

× ⟨Θ0, φjk⟩X φjk(x).

This completes the proof. □

3. The steps of HUM approach

In this section, we give an approach that allows
the reconstruction of the initial state. First, we
will give a new version of Green’s fractional for-
mula, which is of major importance in the field of
control theory [29].

Proposition 6. ( Fractional Green’s formula of
order 1 < α < 2. )

For any ψ ∈ C∞(Ω× [0, T ]), we have:∫ T

0

∫
Ω

(
RLDα

0+Θ(x, t) +AΘ(x, t)
)
ψ(x, t)dxdt

=

∫ T

0

∫
Ω
(CDα

T−ψ(x, t) +A∗ψ(x, t))Θ(x, t)dxdt

−
∫
Ω
I2−α
0+

Θ(x, T )
∂

∂t
ψ(x, T )dx

+

∫
Ω

∂

∂t
I2−α
0+

Θ(x, T )ψ(x, T )dx

+

∫
Ω

lim
t→0+

I2−α
0+

Θ(x, t)
∂

∂t
ψ(x, 0)dx

−
∫
Ω

lim
t→0+

∂

∂t
I2−α
0+

Θ(x, t)ψ(x, 0)dx

+

∫ T

0

∫
∂Ω

(
Θ(ξ, t)

∂ψ(ξ, t)

∂νA∗
− ψ(ξ, t)

∂Θ(ξ, t)

∂νA

)
dξdt.

Proof. For any ψ ∈ C∞(Ω× [0, T ]), we have:∫ T

0

∫
Ω

(
RLDα

0+Θ(x, t) +AΘ(x, t)
)
ψ(x, t)dxdt

=

∫ T

0

∫
Ω

(
RLDα

0+Θ(x, t)
)
ψ(x, t)dxdt

+

∫ T

0

∫
Ω
(AΘ(x, t))ψ(x, t)dxdt,

(9)
Now, we recall the two useful properties. The first
one is the fractional integration by parts formula,
see [46],∫ T

0

RLDα
0+Θ(t)ψ(t)dt =

∫ T

0

CDα
T−ψ(t)Θ(t)dt

−
[
I2−α
0+

Θ(t)
d

dt
ψ(t)− d

dt
I2−α
0+

Θ(t)ψ(t)

]T
0

=

∫ T

0

CDα
T−ψ(t))Θ(t)dt− I2−α

0+
Θ(T )

d

dt
ψ(T )

+
d

dt
I2−α
0+

Θ(T )ψ(T ) + lim
t→0

I2−α
0+

Θ(t)
d

dt
ψ(0)

− lim
t→0

d

dt
I2−α
0+

Θ(t)ψ(0).

(10)

The second property is,∫
Ω
AΘ(x, t)ψ(x, t)dx =

∫
Ω
Θ(x, t)A∗ψ(x, t)dx

+

∫
∂Ω

Θ(ξ, t)
∂ψ(ξ, t)

∂νA∗
dξ −

∫
∂Ω
ψ(ξ, t)

∂Θ(ξ, t)

∂νA
dξ,

(11)
and it can be found in [47].

Using (10) and (11), we obtain:
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∫ T

0

∫
Ω

(
RLDα

0+Θ(x, t) +AΘ(x, t)
)
ψ(x, t)dxdt

=

∫ T

0

∫
Ω
(CDα

T−ψ(x, t) +A∗ψ(x, t))Θ(x, t)dxdt

+

∫ T

0

∫
∂Ω

(
Θ(ξ, t)

∂ψ(ξ, t)

∂νA∗
− ψ(ξ, t)

∂Θ(ξ, t)

∂νA

)
dξdt

−
∫
Ω
lim
t→T

I2−α
0+

Θ(x, t)
∂

∂t
ψ(x, t)dx

+

∫
Ω
lim
t→T

∂

∂t
I2−α
0+

Θ(x, t)ψ(x, t)dx

+

∫
Ω

lim
t→0+

I2−α
0+

Θ(x, t)
∂

∂t
ψ(x, t)dx

−
∫
Ω

lim
t→0+

∂

∂t
I2−α
0+

Θ(x, t)ψ(x, t)dx.

Thus, we finally get that:∫ T

0

∫
Ω

(
RLDα

0+Θ(x, t) +AΘ(x, t)
)
ψ(x, t)dxdt

=

∫ T

0

∫
Ω
(CDα

T−ψ(x, t) +A∗ψ(x, t))Θ(x, t)dxdt

−
∫
Ω
I2−α
0+

Θ(x, T )
∂

∂t
ψ(x, T )dx

+

∫
Ω

∂

∂t
I2−α
0+

Θ(x, T )ψ(x, T )dx

+

∫
Ω

lim
t→0+

I2−α
0+

Θ(x, t)
∂

∂t
ψ(x, 0)dx

−
∫
Ω

lim
t→0+

∂

∂t
I2−α
0+

Θ(x, t)ψ(x, 0)dx

+

∫ T

0

∫
∂Ω

(
Θ(ξ, t)

∂ψ(ξ, t)

∂νA∗
− ψ(ξ, t)

∂Θ(ξ, t)

∂νA

)
dξdt.

This completes the proof. □

Let us now present the steps of the method that
we use in order to reconstruct the initial state.
This method is an extension of the Hilbert unique-
ness method (HUM) presented by Lions in [29].

For any (β0, β1) ∈ X× X. Consider the system:

RLDε
0+β(x, t) = Aβ(x, t) in Q,

lim
t→0+

I2−ε
0+

β(x, t) = β0(x) in Ω,

lim
t→0+

d

dt
I2−ε
0+

β(x, t) = β1(x) in Ω,

β(ξ, t) = 0 on Σ,

(12)

which has a unique mild solution:

φ(x, t) =Mq(t)β0(x) +Rq(t)β1(x). (13)

We introduce the semi-norm on X2 :

∥ · ∥S⨿ : X2 −→ R+

(β0, β1) 7−→ ∥(β0, β1)∥S⨿
=

√∫ T

0
∥Cβ(x, t)∥2Odt.

(14)
We then have the following results:

Lemma 2. If the system (12) together with the
output equation (4) is approximately observable
then the semi-norm ∥ · ∥S⨿ becomes a norm .

Proof. We need to show that: ∀ (β0, β1) ∈ X2, we
have:

∥ (β0, β1) ∥S⨿ = 0 ⇒ β0 = β1 = 0.

Let us consider (β0, β1) ∈ X2, then:

∥(β0, β1)∥2S⨿
= 0 ⇔

∫ T

0
∥Cβ(x, t)∥2Odt = 0

⇔ ∥Cβ(x, t)∥O = 0, ∀t ∈]0, T ]
⇔ Cβ(x, t) = 0, ∀t ∈]0, T ]

⇔ Jε(t)

(
β0
β1

)
= 0, ∀t ∈]0, T ]

⇔
(
β0
β1

)
∈ Ker(Jε),

using the fact that (1) with (4) is approximately
observable, we get that:

β0 = β1 = 0.

This completes the proof.

□

We define the retrograded system of (12) as fol-
lows:

CDε
T−ψ(x, t) = A∗ψ(x, t)− C∗Cβ(x, t) inQ,

ψ(x, T ) = 0,
∂

∂t
ψ(x, T ) = 0 in Ω,

ψ(ξ, t) = 0 on Σ,

(15)
which has a unique mild solution in C (]0, T ];X) ,
see: [48].

ψ(x, t) = −
∫ T

t
(τ − t)q−1P ∗

q (τ − t)C∗Cβ(x, τ)dτ,

(16)
where

P ∗
q (t) =

∫ ∞

0
qySq(y)U

∗(tqy)dy.

We now present a new alternative result that
plays an important role in solving the reconstruc-
tion problem.
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Proposition 7. The mild solution ψ of system
(15) satisfies:

1. ψ(x, 0) = −
∫ T

0
R∗

q(τ)C
∗Cβ(x, τ)dτ.

2.
∂

∂t
ψ(x, 0) =

∫ T

0
M∗

q (τ)C
∗Cβ(x, τ)dτ.

(17)

Proof. 1) Let ψ a mild solution of system (15),
then:

ψ(x, t) = −
∫ T

t
(τ − t)q−1P ∗

q (τ − t)C∗Cβ(x, τ)dτ.

Thus, if t = 0, we obtain:

ψ(x, 0) = −
∫ T

0
(τ)q−1P ∗

q (τ)C
∗Cβ(x, τ)dτ,

= −
∫ T

0
R∗

q(τ)C
∗Cβ(x, τ)dτ.

2) Using equation (16), we obtain:

∂

∂t
ψ(x, t)

=
∂

∂t

[
−
∫ T

t
(τ − t)q−1P ∗

q (τ − t)C∗Cβ(x, τ)dτ

]
=

[
−
∫ T

t

∂

∂t
((τ − t)q−1P ∗

q (τ − t))C∗Cβ(x, τ)dτ

]
− lim

τ−→T
Rq(τ − t)C∗Cβ(x, τ)

∂

∂t
(T )

+ lim
τ−→t

Rq(τ − t)C∗Cβ(x, τ)
∂

∂t
(t)

=

∫ T

t
M∗

q (τ − t))C∗Cβ(x, τ)dτ,

thus, if t = 0, we obtain:

∂

∂t
ψ(x, 0) =

∫ T

0
M∗

q (τ)C
∗Cβ(x, τ)dτ.

This completes the proof. □

If (β0, β1) is chosen such that Cβ(., t) = ϖ(t) in
Ω, then, by using the fractional Green’s formula,
the following system can be seen as the adjoint
system of(1) with (4).

CDε
T−Υ(x, t) = A∗Υ(x, t)− C∗ϖ(., t) in Q,

Υ(x, T ) = 0,
∂

∂t
Υ(x, T ) = 0 in Ω,

Υ(ξ, t) = 0 on Σ.

(18)
We define the mapping:

Λ : X2 −→ X2

(β0, β1) −→ Λ (β0, β1) =

(
∂

∂t
ψ(x, 0),−ψ(x, 0)

)
.

(19)

Then, the problem of reconstruction is reduced to
solve the following equation:

Λ (β0, β1) =

(
∂

∂t
Υ(x, 0),−Υ(x, 0)

)
. (20)

We then have the following theorem.

Theorem 1. If the system (12) is approximately
observable, then the equation (20) has a unique
solution which corresponds with the initial state
in Ω.

Proof. We need to prove that Λ is coercive: (i.e)
∃ C > 0, such that

⟨Λ (β0, β1) , (β0, β1)⟩X2 ≥ C ∥(β0, β1)∥2X2 . (21)

Then:

⟨Λ (β0, β1) , (β0, β1)⟩X2

=

〈(
∂

∂t
Υ(x, 0),−Υ(x, 0)

)
, (β0, β1)

〉
X2

=

〈∫ T

0
M∗

q (τ)C
∗Cβ(τ)dτ, β0

〉
X

+

〈∫ T

0
R∗

q(τ)C
∗Cβ(τ)dτ, β1

〉
X

=

∫ T

0
⟨Cβ(τ),Cβ(τ)⟩O dτ

= ∥(β0, β1)∥2X2 .

This completes the proof. □

4. Numerical approach

In this section, we present an approach that gives
the initial state in cases where pointwise and zonal
sensors are used. Let Ω be an open bounded sub-
set on Rn, we consider the abstract time-fractional
system:

RLDε
0+β(x, t) = Aβ(x, t) in Q,

lim
t→0+

I2−ε
0+

β(x, t) = β0(x) in Ω,

lim
t→0+

∂

∂t
I2−ε
0+

β(x, t) = β1(x) in Ω,

β(ξ, t) = 0 on Σ,

(22)

for simplicity, we can safely assume that the eigen-
values of −A are of multiplicity equal to 1, even-
though this is not always the case. The reason
behind this consideration is to work with a sin-
gle iterator in the index of the eigenfunctions in
order to simplify the mathematical expressions,
which is always possible since we can always find
a possible rearrangement of the eigenvalues and
eigenfunctions which makes this possible. Note
that in the new arrangement, many eigenvalues
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will have the same value. We denote the eigenval-
ues of −A by λj , for every j ∈ N∗, and the corre-
sponding normalized eigenfunctions by φj(x), for
every j ∈ N∗.

Hence, the system (22) has a unique mild
solution given by the following formula:

β(x, t) =
+∞∑
j=1

t2q−2 ⟨β0(.), φj⟩XE2q,2q−1

(
λjt

2q
)

+ t2q−1 ⟨β1(.), φj⟩XE2q,2q

(
λjt

2q
)
φj(x).

The adjoint system of (22) is written as:
CDε

T−Υ(x, t) = AΥ(x, t)− C∗ϖ(t) in Q,

Υ(x, T ) = 0,
∂

∂t
Υ(x, T ) = 0 in Ω,

Υ(ξ, t) = 0 on Σ.

(23)

Hence, by using (17) and proposition (5) , we get:

1. −Υ(x, 0) =

∫ T

0
Rq(t)C

∗ϖ(t)dt

=

∫ T

0

+∞∑
j=1

t2q−1E2q,2q

(
λjt

2q
)

× ⟨C∗ϖ(t), φj⟩X φj(x)dt,

2.
∂

∂t
Υ(x, 0) =

∫ T

0
Mq(t)C

∗ϖ(t)dt

=

∫ T

0

+∞∑
j=1

t2q−2E2q,2q−1(λjt
2q)

× ⟨C∗ϖ(t), φj⟩X φj(x)dt.

For any (β0, β1) ∈ X2, we also have:

⟨Λ (β0, β1) , (β0, β1)⟩X2 =

∫ T

0
∥Cβ(x, t)∥2Odt,

(24)
by using the expression of β(., .), we obtain:∫ T

0
∥Cβ(x, t)∥2Odt =

+∞∑
j,i=1

∫ T

0
t4q−4E2q,2q−1

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× Cφj(x)Cφi(x) ⟨β0, φj⟩X ⟨β0, φi⟩X

+

∫ T

0
t4q−3E2q,2q−1

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dtCφj(x)

× Cφi(x) ⟨β1, φj⟩X ⟨β0, φi⟩X

+

∫ T

0
t4q−3E2q,2q

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dtCφj(x)

× Cφi(x) ⟨β0, φj⟩X ⟨β1, φi⟩X

+

∫ T

0
t4q−2E2q,2q

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dtCφj(x)

× Cφi(x) ⟨β1, φj⟩X ⟨β1, φi⟩X .
(25)

Then, the problem (24) can be approached by the
linear systems:

N∑
j=1

(
Ai,j Bi,j

Ci,j Di,j

)(
βj0
βj1

)
=

(
Υi

1(x, 0)
Υi

0(x, 0)

)
, (26)

for i=1,2,3,. . .,N . Where:

•Ai,j =

∫ T

0
t4q−4E2q,2q−1

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× Cφj(x)Cφi(x).

•Bi,j =

∫ T

0
t4q−3E2q,2q−1

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dt

× Cφj(x)Cφi(x).

• Ci,j =

∫ T

0
t4q−3E2q,2q

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× Cφj(x)Cφi(x).

•Di,j =

∫ T

0
t4q−2E2q,2q

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dt

× Cφj(x)Cφi(x).

• βj0 = ⟨β0, φj⟩X .

• βj1 = ⟨β1, φj⟩X.
•Υi

0(x, 0) = ⟨−Υ(., 0), φi⟩X .

•Υi
1(x, 0) =

〈
∂

∂t
Υ(., 0), φi

〉
X

.

In the case where the output function is given by
a pointwise sensor ϖ(t) = β(b, t), where b ∈ Ω.
Then, we get:

•Υ(x, 0) = −
+∞∑
j=1

∫ T

0
t2q−1E2q,2q

(
λjt

2q
)
β(b, t)dt

× φj(b)φj(x).

• ∂

∂t
Υ(x, 0) =

+∞∑
j=1

∫ T

0
t2q−2E2q,2q−1

(
λjt

2q
)
β(b, t)dt

× φj(b)φj(x).

And

•Ai,j =

∫ T

0
t4q−4E2q,2q−1

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× φj(b)φi(b).

•Bi,j =

∫ T

0
t4q−3E2q,2q−1

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dt

× φj(b)φi(b).

• Ci,j =

∫ T

0
t4q−3E2q,2q

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× φj(b)φi(b).

•Di,j =

∫ T

0
t4q−2E2q,2q

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dt

× φj(b)φi(b).
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In the case where the output function is given
by a zonal sensor (g,D), where g(x) = χD(x) is
the spatial distribution of the sensor and D is the
spatial domain of g. Then, we get:

•Υ(x, 0) = −
+∞∑
j=1

∫ T

0
t2q−1E2q,2q

(
λjt

2q
)
ϖ(t)dt

× ⟨g(.), φj(.)⟩L2(D) φj(x).

• ∂

∂t
Υ(x, 0) =

+∞∑
j=1

∫ T

0
t2q−2E2q,2q−1(λjt

2q)ϖ(t)dt

× ⟨g(.), φj⟩L2(D) φj(x).

Where:

• Ai,j =

∫ T

0
t4q−4E2q,2q−1

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× ⟨g, φj(.)⟩L2(D) ⟨g, φi(.)⟩L2(D) .

• Bi,j =

∫ T

0
t4q−3E2q,2q−1

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dt

× ⟨g, φj(.)⟩L2(D) ⟨g, φi(.)⟩L2(D) .

• Ci,j =

∫ T

0
t4q−3E2q,2q

(
λjt

2q
)
E2q,2q−1

(
λit

2q
)
dt

× ⟨g, φj(.)⟩L2(D) ⟨g, φi(.)⟩L2(D) .

• Di,j =

∫ T

0
t4q−2E2q,2q

(
λjt

2q
)
E2q,2q

(
λit

2q
)
dt

⟨g, φj(.)⟩L2(D) ⟨g, φi(.)⟩L2(D) .

5. Simulations

In this section, we present two numerical simu-
lations illustrating the previous results, to make
it easier to understand, let’s focus on the one-
dimensional case. Throughout this section, we

work with we consider A = ∆ =
∂2

∂x2
to be the

Laplace operator with a domain:

D(∆) = {σ ∈ H0
1 (Ω) , ∆σ ∈ L2(Ω)}

= H2(Ω) ∩H1
0 (Ω).

The operator ∆ in this case generates a uni-
formly bounded strongly continuous cosine family
{W(t)}t≥0. It is well known that −∆ has a dis-
crete spectrum and its eigenvalues are λj for every
j ∈ N∗, with the corresponding normalized eigen-
vectors φj(x) for every j ∈ N∗.

Example 1. Consider the abstract time-
fractional system:

RLD
3
2

0+
Θ(x, t) = ∆Θ(x, t) in Q,

lim
t→0+

D
1
2

0+
Θ(x, t) = Θ0(x) =

1

2
× x(1− x) in Ω,

lim
t→0+

∂

∂t
D

1
2

0+
Θ(x, t) = Θ1(x) in Ω,

Θ(ξ, t) = 0 on Σ.

(27)

where Q = ]0, 1[×]0, 3],Σ = {0, 1}×]0, 3].

The output function is given by a pointwise sen-
sor ϖ(t) = Θ(0.09, t), ∀t ∈]0, 3]. According to the
numerical algorithm, we obtain the figure (1).
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The reconstructed intitial state
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Figure 1. The initial state is repre-
sented by a continuous line, while the
reconstructed initial state is shown as
a dashed line within the interval ]0, 1[.

In figure (1), the starting state of the system is
established with a reconstruction error of ∥Θ0 −
β0∥L2(]0,1[) = 3.5 × 10−3, and it can be observed
that the starting state is close to the estimated
starting state in the interval ]0.1[.

Example 2. Consider the abstract time-
fractional system:

RLD
3
2

0+
Θ(x, t) = ∆Θ(x, t) in Q,

lim
t→0+

I
1
2

0+
Θ(x, t) = Θ0(x) = η × x(1− x) in Ω,

limt→0+
∂

∂t
I

1
2

0+
Θ(x, t) = Θ1(x) in Ω,

Θ(ξ, t) = 0 on Σ.

(28)
where Q = ]0, 1[×]0, 6],Σ = {0, 1}×]0, 3]. In this
example, we utilize a zonal sensor (g,D) where
D =

]
1
4 ,

1
2

[
is the spatial domain and g(x) =

χD(x) is the spatial distribution of the sensor.
The performance of the sensor is measured by
the function ϖ(t) = ⟨g, β⟩L2(D) . The numerical
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process requires the selection of η to ensure that
Θ0(x) has a suitable magnitude. As a result, we
can see the outcome displayed in figure (2).
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Figure 2. The starting state (con-
tinous line ) and the reconstructed
starting state ( dashed line ) in ]0,1[.

As depicted in Figure (2), the actual initial state
is nearly equivalent to the estimated initial state
in ]0.1[. The error in the reconstruction is ∥Θ0 −
β0∥L2(]0,1[) = 3.2× 10−3.

The figures (1) and (2) clearly demonstrate the ef-
fectiveness of the approach being considered (i.e.
the HUM method and numerical algorithm are
suited to solving reconstruction problems).

6. Conclusion

In this article, we have discussed some charac-
terizations concerning the exact and approximate
observability of the time-fractional system un-
der consideration. We focused on the steps of
the Hilbert uniqueness method to globally recon-
struct the initial state for a specific class of lin-
ear time-fractional systems, where the Riemann-
Liouville derivative has an order of ε in the in-
terval ]1, 2[. The difficulty of this process lies in
transforming the reconstruction problem into a
solvability issue of equation (20), which requires
precision in finding its solution. Numerical meth-
ods must therefore be employed. To demonstrate
the effectiveness of this method, two successful
numerical examples were presented at the end of
the study.
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[26] Jose, A.L.G., Maŕıa, N., Enrique, C., & Jose,
T. (2013) Application of Observability Techniques
to Structural System Identification. Computer-
Aided Civil and Infrastructure Engineering,
28(6), 434-450, doi: https://doi.org/10.111

1/mice.12004.
[27] Elbukhari, A.B., Fan, Z., & Li, G. (2023) The Re-

gional Enlarged Observability for Hilfer Fractional
Differential Equations. Axioms 12(7), 648, doi:
https://doi.org/10.3390/axioms12070648.

[28] Viti, F., Rinaldi, M., Corman, F., & Tampère,
C.M.J. (2014) Assessing partial observability in
network sensor location problems. Transportation
Research Part B: Methodological, 70, 65-89, doi:
https://doi.org/10.1016/j.trb.2014.08.00

2.
[29] Lions, J.L. (1998). Contrôlabilité Exacte Pertur-
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Hospital Pneumatic Systems, specializing in pneumatic systems, are among the
most essential components for hospitals. It offers efficient and cost-effective so-
lutions to problems related to the transportation of various materials in hospi-
tals. However, in existing systems, the need for compressed air is met without
worrying about cost control and without depending on the sample transported,
and this not only makes the system inefficient but also may cause sample degra-
dation. The main purpose of this study is to provide speed/pressure control
according to the type of material transported to eliminate the disadvantages of
existing systems such as energy use and sample degradation. In this study, a
new mathematical model is presented that can be used to make more energy-
efficient hospital pneumatic systems. Although there are many studies on var-
ious pneumatic systems in the literature, there is not enough for the control of
hospital pneumatic systems. According to the results obtained in this study,
the system parameters were determined and the mathematical model of the
system was obtained by using the Multivariate nonlinear regression method.
A genetic algorithm was used to test the validity of the obtained mathematical
model and to optimize the coefficient of the input parameters of the model.
It is expected that this proposed model will contribute to the use of hospital
pneumatic systems and provide a scientific and practical solution to the pro-
posed mathematical model. The proposed mathematical model provides up
to 43% more efficient transportation over the currently used system that has
been tested.
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1. Introduction

Pneumatic systems are used in many fields, es-
pecially in various industrial applications. To-
day, it is frequently preferred in industrial units
due to its easy maintenance, low cost, safety,
and applicability features in different processes
[1]. These systems make power transmission with
compressed air attractive because they are eco-
nomical, clean, safe, and simple in structure [2].
There are also interesting studies on the future
of systems using air as a source. The Hyperloop
project [3] aims to transport people in tubes. The
main idea is to reduce the frictional forces between

the capsule and the capsule, which creates pres-
sure in the tube to reduce air resistance and reuse
air.

Hospital pneumatic systems, which is a special-
ized field of pneumatic systems, are one of the
most important elements for hospitals. Pneu-
matic transport systems in hospitals ideally con-
nect all units. These systems can reduce the need
for medical personnel, allow staff to focus on core
patient care tasks, and reduce the risk of disease
transmission [4]. Pneumatic systems provide ef-
ficient and cost-effective solutions for healthcare.
Hospital pneumatic systems provide high health
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safety, low operating costs, and high system effi-
ciency. However, despite important advantages
such as low cost, high force/weight ratio, and
cleanliness, pneumatic systems have a non-linear
structure that prevents precise control. The com-
pressibility of the air and the nonlinearity of the
pressure and friction relationship between the sys-
tem elements make it difficult to control the sys-
tem. These limitations imply the need for a solu-
tion with more robust controllers [5].

Pneumatic systems use air blown from a pipeline.
The biggest factor controlling the efficiency of
these systems is the efficient use of blown air.
However, in existing systems, the demand for
compressed air is met without worrying about
controlling the cost and without being dependent
on the sample being transported. For example,
for a sample that can be transported with 3 bar,
the system produces a constant pressure of 5 bar.
This event causes inefficiency and wastage of en-
ergy. In addition, the overpowered air system is
not only inefficient but also leads to the deterio-
ration of the samples being transported. For ex-
ample, hemolysis may occur while transporting
blood samples from the pneumatic tube system
[6]. In addition, in hospitals, pneumatic tube sys-
tems allow rapid transport of patient blood sam-
ples but can damage blood cells and change test
results [7]. In this article, a mathematical model
is proposed to make the energy source used in hos-
pital pneumatic systems more efficient. A mathe-
matical model was proposed using the multivari-
able non-linear regression method since the pneu-
matic systems have a non-linear structure that
prevents precise control. The proposed model re-
duces material handling cost and is aims to pre-
vent deterioration by generating a special pres-
sure (transport velocity) value per sample. Al-
though pneumatic systems are a common subject
of study, studies on the control of hospital pneu-
matic systems are very few. The use of appropri-
ate pressure according to the sample to optimize
the system makes our study unique.

The following parts of the study are organized as
follows: Section 2 gives details related works. Sec-
tion 3 describes the system model is introduced by
giving information about the pneumatic system
design and system parameters of the proposed
model. Section 4 details about the results and dis-
cussion part of the proposed model are included.
Section 5 describes the conclusions.

2. Literature review

Studies on the control of hospital pneumatic sys-
tems are scarce in the literature. The most rele-
vant studies on pneumatic systems are as follows.
Control studies in the literature have focused on
the rapid and precise control of pneumatic ac-
tuators. There are various studies on this sub-
ject [8–12].

For the studies on improving the performance of
pneumatic conveying systems: Wamba et al. [13]
investigated the place of RFID technology in the
health sector. The distribution of samples in hos-
pitals is a complex process that requires coor-
dination between all units. One of the impor-
tant parameters for the system is the transport
speed. Transportation speed affects both the en-
ergy consumed by the system and the transport
of the samples at the appropriate speed is an im-
portant factor that prevents sample deterioration.
Lee et al. [14] propose a mixed integer program-
ming model and a broad neighborhood search al-
gorithm to optimize the delivery of the radioiso-
tope F-18 used for cancer diagnosis and monitor-
ing to minimize the delivery time. Ruan et al. [15]
examined the problem of intermodal transport of
drugs with fuzzy methods to improve the level of
health care. In his study, Abhinandu [16] aimed
to use fewer compressors by reusing and storing
compressed air in pipes. A specially designed
smart road is used to reduce traffic.

Studies on mathematical modeling of pneumatic
systems are as follows. Zhu and Ursavas [17]
proposed a mathematical model for drug deliv-
ery modeling. Campbell and Jones [18] calcu-
lated the cost to balance the safety and speed of
drug delivery with a mathematical model in the
event of a natural disaster. Similarly; Erbeyo-
glu and Bilge [19] develop a mixed-integer linear
model that aims to achieve a better response by
considering the effectiveness of fair delivery and
drug distribution to the affected areas during a
disaster. Turkowski and Szudarek [20] modeled
the behavior of a pipeline transport system used
to push light capsules and presented theoretically
optimum solutions. Pandian et al. [21] in their
study, compared the performance of the pneu-
matic motor with the electric motor and produced
the mathematical model of the pneumatic motor.
In another study, a detailed mathematical model
was developed for a pneumatic actuator to pro-
vide high-performance force control for robotics
and automation applications [22].

Most of the studies directly related to hospi-
tal pneumatic systems have focused on whether
pneumatic conveying has a detrimental effect on
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blood components. In one of these studies, HPS
was shown to give reliable results for transport-
ing blood samples [23]. Another study on hospital
pneumatic systems describes a general approach
to obtain traffic analysis of pneumatic tube sys-
tems [24]. Mavaji et al. [25] proved that hospi-
tal pneumatic conveying systems save manpower
and time, and these systems are more suitable
for vertical structures. As seen in the literature,
studies on HPS are very limited, and a compre-
hensive and effective mathematical model has not
been encountered yet. In this context, this study
proposes a mathematical model with a new ap-
proach that enables more efficient system utiliza-
tion. This proposed model is compared with ex-
isting models in terms of energy consumption, en-
ergy efficiency, and impact on sample degrada-
tion. The innovations offered by the current study
are the transport speed and pressure adjustment
specific to the sample type. Transport according
to sample type involves determining the transport
speed and pressure of the system, taking into ac-
count the characteristics of the sample.

3. Material and method

3.1. System design

In the installation of hospital systems, HPS termi-
nals are located at all major receiving and sending
locations. These are called stations. According to
this system, where the blower is the energy source
of the system, various samples such as blood and
urine can be transported along the transport line
using routers between different stations. The sys-
tem consists of tubes circulating in the hospital,
sending and receiving stations, and a control cen-
ter. In this system, the samples inside the carrier
move horizontally and vertically between rooms,
floors, and even buildings at a speed of approxi-
mately 6−7m/sec per second. HPS can be config-
ured as a single-zone system or a multi-zone sys-
tem. The components of such a system include
the blower, transportation lines, stations, divert-
ers, conveyors, and the central system. Figure 1
shows a basic single-zone HPS diagram.

The Pneumatic Transport System (PTS) of the
Düzce University Hospital, where the experi-
mental studies were carried out, is a computer-
controlled PTS with transport tubes of different
diameters, operating at a certain and constant
pressure value. The system has more than 20
receiving and sending stations divided into two
different regions. This PTS operates at a certain
speed (6 m/s) and constant pressure (320 mBar).

Figure 1. Basic hospital pneumatic
system diagram.

3.2. Components of the proposed model

All of the parameters used in designing the sys-
tem are the most critical parameters for reducing
energy costs. These parameters were determined
according to the data obtained as a result of the
experiments conducted in Düzce University Hos-
pital and based on the studies in the literature
and presented to the literature as a new model
proposal. The entire data set was obtained as a
result of experimental studies that were carried
out on the of the Düzce University Research Hos-
pital HPS and consists of 150 lines of data. Input
and output parameters have been determined to
adjust the transport speed according to the ma-
terial to be transported in the transmission line
and to make the power consumption efficient. The
proposed system contains 5 parameters, where 4
of them are used for input, and 1 of them is used
for output. The effect of temperature, which is
one of the parameters affecting the performance
of HPS, was not taken into account as it would not
vary significantly between hospital rooms. Table
1 shows the range of values for the input and out-
put parameters.

Table 1. Value ranges of system pa-
rameters.

Min
Value

Max
Value

Input Pipe Diameter (mm) 20 100
Distance (m) 1 100
Transport Direction Coef. 1 23
Material Weight (g) 1 2000

Output Pressure (mBar) 1 800

If an HPS is to be designed for maximum effi-
ciency, the handling characteristics of the material
to be transported must be well known. It is neces-
sary to know the conveying characteristics, what
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the minimum conveying rate of the designed sys-
tem is, whether there is an optimum rate at which
the material can be conveyed, and what pipe di-
ameter and air carrier ratio will be required for
a given material flow rate and conveying. Also,
for an existing HPS, proper handling character-
istics need to be determined at what flow rate a
different material needs to be conveyed. Figure
2 shows the input and output parameters of the
proposed model.

Figure 2. Model structure of the
proposed system.

3.2.1. Pressure source/blower

The heavy-duty 3-phase blower was used, with a
fully adjustable positioning valve, providing one
system line with a variable air volume (suction
and pressure).

3.2.2. Pipe/Capsule diameter

Depending on the type of material to be trans-
ported, hospitals use different pneumatic tube
conveyors/capsules. For a pneumatic system to
work properly, the selection of the pipe diam-
eter of the tube to which the material will be
transported is very important. As the pipe di-
ameter increases, the power required for trans-
mission increases. A small selection of pipe diam-
eter causes an increase in flow rate and a pres-
sure drop, while a large selection of pipe diam-
eter can cause air loss. When choosing the di-
mensions of the capsule, the angle of the capsule
should be designed in such a way that the tube
does not get stuck in the turns. It should be de-
signed so that the friction between the tube and
the capsule is less [16]. Carrier and tube diame-
ters are available in many sizes, most hospitals use
110 mm and 160 mm. Medical carriers are
durable, sterilizable (autoclave 10 min at 120◦C),

and provided with a swivel lid which guarantees
the best closure available

3.2.3. Distance

One of the important factors affecting pressure
value and power consumption is the transport dis-
tance. When designing pressure conveying lines,
the correct line design should be made with min-
imum pressure loss. Pipeline length depends on
hospital size. Figure 3 shows the pressure drop
due to the increase in the distance during the
transportation of materials in a fixed-diameter
pipeline [26].

Figure 3. Effect of transport dis-
tance on pressure drop [24].

3.2.4. Material weight

Material properties (weights) and their effects on
both transport conditions and material flow rate
are very important. [26]. Different weights of
materials such as blood samples, drugs, docu-
ments, X-Ray films, and pathology samples can
be transported through pneumatic tubes. In-
creasing the weight of the transported material
increases the required power consumption. Typi-
cal carrier loads in hospitals range from 0.1-2 kg
and carrier speeds range from 3-6 m/s.

3.3. Regression analysis and proposed
mathematical model

Regression analysis is a statistical method used to
predict and model the relationship between dif-
ferent variables [27]. If the regression analysis is
between more than one independent variable and
the dependent variable, it is expressed as multiple
regression analysis
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3.3.1. Mathematical model optimization with
genetic algorithm

A genetic algorithm was used to test the validity
of the mathematical model obtained by using the
regression method and to optimize the coefficient
of the input parameters of the model. Experi-
mental data from the hospital pneumatic systems
were used with genetic algorithms and system in-
put parameters (pipe diameter, distance, trans-
port direction coefficient, material weight) were
optimized. Constraint function has been deter-
mined in line with the needs of pneumatic sys-
tems. Values aimed for optimization were defined
as genes and these genes came together to form
the chromosome structure. Data on genetic algo-
rithm structure are shown in Table 2.

Table 2. Genetic algorithm data.

Property Values
Chromosome Count 50
Starting Population Random
Operators Used Crossover and Muta-

tion Operators
Crossover Operator Discrete Crossover
Mutation Operator Non-Uniform
Number of Algorithm
Repetitions

50

Selection Mechanism Fitness Proportion-
ate Selection

Algorithm Stopping
Criteria

Number of Iterations
(1000)

There is no huge search space to use a mathemat-
ical model in this study. However, since genetic
algorithms are effective in optimizing model pa-
rameters, parameter adaptation was made using
genetic algorithms and thus the performance of
the model was increased. According to the results
obtained by using a genetic algorithm, it has been
observed that it is appropriate to use a genetic al-
gorithm in determining the outlet pressure values
of pneumatic systems. It is seen that the values
obtained using this method are compatible with
the coefficients of the mathematical model. This
demonstrates the accuracy of the mathematical
model created.

4. Results and discussions

The correlation matrix was used to determine the
degree and direction of the relationship between
the system parameters. Pearson’s coefficient (r),
which takes values between −1 and +1, was used
to evaluate this relationship. According to the
classification in the literature studies, the value

of the correlation coefficient is interpreted as fol-
lows [28]:

| r | ≥0.8 very strong relationship;

0.6≤ | r | <0.8 strong relationship;

0.4≤ | r | <0.6 moderate relationship;

0.2≤ | r | <0.4 weak relationship;

| r | <0.2 very weak relationship.

If the r-value is greater than 0.8, it can be con-
cluded that the two properties are highly corre-
lated. The correlation coefficients between sys-
tem parameters are shown in Table 3. Ac-
cording to the results, there was a strong pos-
itive relationship between the pressure (P ) and
pipe diameter (Pd) parameters, with a value of
+0.914985. It was observed that the correla-
tion coefficients of the other parameters were low.
This experimental result indicated that there was
no strong linear relationship between the vari-
ables. In addition, there was a negative relation-
ship between the pressure and the direction-of-
transport parameter. The parameters in the table
are as follows: P : Pressure, Pd: Pipe Diameter,
D: Distance, Tdc: Transport Direction Coeffi-
cient, and Mw: Material Weight.

Table 3. Correlation matrix for sys-
tem parameters.

Pd D Tdc Mw P
Pd 1
D −0.01911 1
Tdc −0.09559 0.052842 1
Mw 0.118139 0.037434 0.092037 1
P 0.914985 0.285 −0.03275 0.099406 1

The air compressor/blower is the basic and es-
sential part of the system as it supplies com-
pressed air. For this reason, the determination
of compressed air consumption and compressor
capacity is an important planning issue. By mak-
ing proper planning, uneconomical compressed air
costs can be reduced. Compressed air production,
which is used more than necessary, causes both
energy loss and an increase in losses at leakage
points [29]. The efficiency of the system is di-
rectly linked to the selection and installation of
various system components. Therefore, it is cru-
cial to install compressed air systems under ideal
conditions. This involves factors like determining
compressor capacity and quantity during project
design, sizing and setting up the compressed air
system, designing appropriate circuits and select-
ing elements for pneumatic control circuits, and
conducting necessary maintenance to ensure the
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longevity of these components. Another vital con-
sideration is to avoid excessive compressor pres-
sure, which can lead to wasted energy and the de-
terioration of transported materials. Thus, it’s es-
sential to generate pressure in accordance with ac-
tual requirements. The design of a pneumatic sys-
tem conveying lines is one of the most important
parameters affecting system efficiency [4]. The
transport direction coefficient is used to distin-
guish the situations that require maximum power
during transportation from those that require less
power. The length of the pipeline, the number
of horizontal, and vertical orientations, and the
number of bends in the pipeline form the pipeline
from geometry. Using the pipelines as straight as
possible reduces the high losses in the elbows [29].
The friction distribution changes depending on
the piston movement directions [30]. Since the
friction force acting on each conveying direction
is different during pneumatic conveying, the pres-
sure value to be applied is different. For example,
the pressure required to activate a horizontal car-
rier is different and less than the pressure required
to move a vertical carrier. Properties such as air
compressibility and friction force make pneumatic
systems non-linear [22]. For this reason, there are
non-linear relationships between pneumatic sys-
tem variables. The multivariable nonlinear re-
gression method can be used to express this re-
lationship.

The simple form representation of nonlinear re-
gression models is as follows:

Yi = f (Xi + γ) + ϵ. (1)

It is the uncorrelated error term such that
E(e) = 0 and V ar(e) = σ2.f(xi, γ) is called the
expectation function for the nonlinear regression
model [31]. The most used methods for parame-
ter estimation of nonlinear regression models are
least squares, maximum likelihood, and Gaussian
Newton methods [32].

Mathematical modeling is defined as the process
of expressing real-life components with mathe-
matical representations [33]. The general model
for a volume of gas consists of the equation of
state, conservation of mass, and energy equation.
The equation should be written for each room, us-
ing the assumptions that the gas is ideal, the pres-
sure and temperature in the room are homoge-
neous, and the kinetic and potential energy terms
are negligible. Considering the control volume V ,
density ρ, mass m, pressure P , and temperature
T , the ideal gas equation is:

P = p ·R · T. (2)

In the literature [34], the two basic equations that
consider flow variation in pneumatic systems are:

∂p

∂s
= −Ri · u− ρ · ∂ω

∂t
, (3)

∂u

∂s
= − 1

ρ · c2
∂ρ

∂t
. (4)

P is the pressure through the tube, u is the veloc-
ity, ρ is the air density, c is the sound velocity, s is
the tube axis coordinate Ri is the tube resistance,
and ∂t is the cross-sectional area.

The following assumptions were made in our
study as well as in creating the models in the lit-
erature:

• Air is an ideal gas.
• The temperatures in the cylinder cham-
bers are constant and equal to the feed
tank temperature.

• Valve piston and hose dynamics are ne-
glected.

The mathematical model of the pneumatic actu-
ator, which can be a reference while creating the
mathematical model, was proposed by Richer et
al. [22]. According to this model:

(ML +MP ) ·
d

dt
· ẋ + β · ẋ + Ff + FL

= P1 ·A1 − P2 ·A2 − Pa ·Ar

(5)

ML is the external mass, Mp is the piston and
rod mass, x represents the piston position, β is
the viscous friction coefficient, Ff is the Coulomb
friction force, FL is the external force, P1 and P2

are the absolute pressures inside the chambers of
the actuator. Pa is the absolute ambient pres-
sure, A1 and A2 are the effective areas of the pis-
ton, and Ar is the cross-sectional area of the rod.
These equations show the effect and importance
of mass and friction force.

In this study, a mathematical model has been pro-
posed to be used in the control of hospital pneu-
matic systems with the multi-variable nonlinear
regression method using Matlab, which is a pro-
gramming and numeric computing platform. The
output parameter of the obtained mathematical
model is the pressure value expected to be pro-
duced by the system. The purpose of the system
is to control the pressure value that the blower
should produce, which is the output parameter.
According to the proposed mathematical model,
the pressure value that the system should pro-
duce is determined according to the material to
be transported. Pressure measurement is easier
than velocity measurement and allows the use
of cheaper materials. For this reason, the pres-
sure value was selected as the output parame-
ter instead of the speed, and the control of this
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value was provided with the help of a mathemati-
cal model. Pressure/velocity-controlled transport
provides the opportunity to transmit laboratory
materials, blood, etc. samples without any dam-
age. This is only possible with speed/pressure
control. Input parameters are Conveying Tube
Diameter/ Capsule Diameter, Distance, Mate-
rial Weight, and Transport Direction parameters.
The obtained non-linear regression model and the
parameters of the model are as follows: P : Pres-
sure, Pd: Pipe Diameter, D: Distance, Tdc:
Transport Direction Coefficient, and Mw: Ma-
terial Weight.

P =0.20607 + (0.68846× Pd)2

+ (0.28×D)2 + (0.28× Tdc)2

− 0.017623×Mw2

(6)

The R-squared and p-value of the proposed math-
ematical model were obtained as 0.851 and 3.71e−
60, respectively. These values show that the pro-
posed model is statistically significant and suc-
cessful.

Research on modern control applications of pneu-
matic systems has become very popular in re-
cent years. Hospital pneumatic systems provide
high health safety, low operating costs, and high
system efficiency. However, the measures to be
taken for energy and cost savings in pneumatic
systems should also be evaluated with system-
specific data. A poorly designed system can lead
to inefficiency. Multiple steps in the hospital
pneumatic conveying process affect efficiency and
increase the risk of contamination. Therefore,
performance is very important for these systems.
A properly designed hospital pneumatic system
should be optimized to use the least air at the low-
est possible pressure, and it is aimed to provide
the lowest air demand. Keeping energy efficiency
at the highest level in hospital pneumatic systems
is also the main purpose of this study. However, in
existing systems, the demand for the compressed
air system is met at a constant value without wor-
rying about controlling the cost and without be-
ing dependent on the sample being transported.
This causes inefficiency and waste of energy. In
addition to this, the overpowered air system is
not only inefficient but also leads to the deteri-
oration of the samples being transported. Pneu-
matic systems are not suitable for handling sen-
sitive or non-carrying materials. One of the aims
of our study is to provide speed control and to al-
low sensitive samples to be transported in hospi-
tal pneumatic systems. However, since pneumatic
systems have a non-linear structure, difficulties in

modeling these systems and applying control al-
gorithms are encountered.

This study includes a mathematical model pro-
posal to be used in the control of hospital pneu-
matic systems. In the existing systems used in
hospitals, each sample is transported at the same
pressure and velocity regardless of its characteris-
tics, while the proposed model aims to carry the
material at the most appropriate value. In the
proposed mathematical model, the system input
parameters are (i) pipe radius, (ii) transport dis-
tance, (iii) transport direction coefficient, and (iv)
transported material weight. Using this model, it
was tried to obtain the most appropriate pres-
sure output according to the material carried in
the system. The mathematical model was ob-
tained by the multi-variable nonlinear regression
method. When the statistical performance of the
model was revealed. According to the experimen-
tal result, the R-squared and p were obtained as
0.851 and 3.71e − 60, respectively. Considering
that the model detects nonlinear relationships,
this value makes it even more meaningful. In-
creasing the dataset can improve the performance
of this model. The results show that the non-
linear regression method is a successful method
that can be used in pressure modeling and the
proposed model offers an effective and efficient so-
lution to the use of hospital pneumatic systems.
The proposed model could result in a significant
cost reduction. In addition, minimizing the en-
ergy loss of the system and transporting at a suit-
able speed for the material type will prevent un-
necessary wear of the system elements and hemol-
ysis of the samples.

To evaluate the effectiveness of the proposed
mathematical model, experimental studies were
carried out by transporting materials of different
types, weights, and different transport properties
in the system. Considering the transport condi-
tions, the samples and conditions of the max and
min power values that the system should produce
are given in Table 4. These materials are of 5 dif-
ferent types: blood, urine, drugs, x-rays pictures,
and documents. The distance and transport di-
rection between the sending and receiving units
are different for each sample type. The results
produced by the current system and the proposed
model were compared and the following results
were obtained.
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Table 4. Comparison of existing and
proposed systems

Sample type Current
System
Pressure
(mBar)

Proposed
Model
Pressure
(mBar)

Blood 320 198
Urine 320 240
Drug 320 300
X-Ray pictures 320 320
Document 320 180

According to this table, the proposed model pro-
duces a pressure value for different types of sam-
ples, according to the sample’s carrying proper-
ties. While the current system carries the same
speed/pressure value for each sample, the value is
produced according to the sample property car-
ried according to this proposed model. The data
obtained show that the proposed model provides
efficiency in different value ranges according to
the properties of the material to be transported.
According to the table, the most energy gain was
obtained while the material in the document type
was being transported, while there was no change
in the value produced in the system during the X-
Ray transport. The reason for this is the occur-
rence of situations that require maximum power
during the transportation of this material (such
as vertical and longest-distance transportation).
When the data obtained is evaluated, it is seen
that the proposed model can provide up to 43%
efficiency to the existing pneumatic conveying sys-
tem.

This study provides a perspective on the determi-
nation of the most valuable system parameters for
hospital pneumatic systems and the factors that
should be considered in the installation of these
systems in the hospital. Pressure/velocity control
according to the type of sample to be transported
in the system will contribute to the prevention of
unnecessary energy consumption and sample de-
terioration. Also, the proposed system will make
a significant contribution to reducing the material
handling cost. It will also be possible to trans-
fer the types of samples that are not suitable for
transport (e.g. sensitive samples) in systems with
speed/pressure-controlled transport. Thus, the
variety of materials that can be transported in
these systems will increase. The proposed model
will reduce unnecessary energy waste and mate-
rial wear and will ensure that the system elements
can be used for a longer period.

One of the assumptions of the model is to ignore
the temperature differences in the hospital build-
ing where the system is used. Since the temper-
ature difference between different units in these
buildings varies so little it is not important. This
difference has been ignored. Moreover, this de-
veloped model can also be applied to pneumatic
systems in different hospitals. Overall, the de-
velopment of a mathematical model for a hospi-
tal pneumatic system can help to optimize system
performance, reduce energy consumption, and im-
prove cost-effectiveness.

5. Conclusion

In this study, a mathematical model was devel-
oped to be used in the control of hospital pneu-
matic systems and the following results were ob-
tained.

1. Modifying the current system of the pro-
posed mathematical model provides up to
43% more efficient transportation.

2. The results obtained from the genetic
algorithm demonstrate its compatibility
with the mathematical model in determin-
ing pneumatic system outlet pressure val-
ues, thus affirming its suitability for pneu-
matic systems and enhancing the validity
of the mathematical model.

3. Special solutions can be provided accord-
ing to needs, allowing control of the sys-
tem’s energy requirements and optimizing
workload.

4. It has been observed that faster/slower
transport can prevent cases such as sam-
ple deterioration and hemolysis, depend-
ing on the sample feature.

5. Speed adjustment according to the sample
feature will allow more sensitive samples
to be transported in the system.

6. The safe transport of various sample types
in the system ensures the elimination of
material-based contagion risks and guar-
antees their secure conveyance.

7. Reducing material wear is possible by pre-
venting unnecessary power consumption
in the system, thereby extending the sys-
tem’s operational lifespan.

8. The ease of implementation of the pro-
posed model makes it suitable for systems
of varying scales.

9. The developed model provides a control
for the blowers of existing hospital pneu-
matic systems. It can be used via a con-
troller on any type of pneumatic system
that is applied in various industries.
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10. The most valuable contribution of the pro-
posed model is that it can be integrated
into different pneumatic systems, optimiz-
ing the energy consumption of these sys-
tems and allowing the transportation of
different types of samples without dam-
age or the need for re-sampling.
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 The goal of this paper is to optimize the rotor design parameters of 4000 rpm 

permanent magnet synchronous generator. The factors namely embrace, offset, 

outer diameter, and magnet thickness are selected as the design parameters those 

will be optimized in order to hold the magnetic flux density (MFD) distribution 

and the flux density on stator teeth and stator yoke within a desirable range while 

maximizing efficiency. The numerical simulations are carried out in the Maxwell 

environment for this purpose. The mathematical relationships between the 

responses and the factors are then derived using regression modeling over the 

simulation data. Following the modeling phase, the moth flame optimization is 

applied to these regression models to optimize the rotor design parameters. The 

motivation is determining mathematical relation between the important design 

parameters of the high speed generator and the measured responses, when 

standard M530-50A lamination material is used and then to demonstrate the 

utility of MFO to the readers on this design problem. The optimum factor levels 

for embrace, offset, outer diameter, and magnet thickness are calculated as 0.68, 

30, 161.56, and 8.92 respectively. Additionally, confirmations are done by using 

Maxwell and the efficiency is calculated as 94.85%, and magnetic distributions 

are calculated as 1.64, 0.26, and 0.93 Tesla for stator teeth flux density, stator 

yoke flux density, and MFD; respectively. The results show that the efficiency is 

maximized and the magnetic distributions are kept within an appropriate range. 
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1. Introduction 

Thin (0.20 and 0.35 mm) lamination is often used in 

high efficiency alternator designs. However, this 

alternator design significantly increases manufacturing 

costs. In addition, the availability of this special 

lamination in the market is limited. It is very difficult 

to obtain from the market in small quantities, and it is 

possible to obtain it in case of high purchases in the 

sector. However, the supply of raw materials for a 

small amount of production in the sector is a difficult 

task. The production of high speed alternators with 

standard materials (eg M530-50A etc. lamination) is 

the preferred production method, especially in mass 

production. However, this causes core loss. In this 

case, alternator design optimization becomes 

important [1, 2]. 

There are four different structures in high speed 

generators: (i) salient-pole generator, (ii) 

asynchronous generator (SG), (iii) permanent magnet 

synchronous generator (PMSG), and (iv) switched 

reluctance generator. PMSG is the easiest and most 

common generator type to manufacture. There are 

many studies on PMSG design optimization in the 

literature. The related remarkable studies are as 

follows:  

Fang et al. [3] investigated the optimization of SG 

design. They used double layer interior PMSG 

(IPMSG). The break angles and length of the PM 

segments were determined as the factors, while rotor 

saliency ratio, motor efficiency performance, and back 

electromotive force (back EMF) are measured as 

responses. They used finite element analyis (FEA) and 

the equivalent circuit approach. During the 

optimization phase, response surface methodology 

(RSM) is applied. Li and Liu [4] investigated the 

optimization of the PMSG shape and assessed 

magnetic field intensity and magnetic flux density 

http://www.ams.org/msc/msc2010.html
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(MFD). Kurt et al. [5] studied on optimizing axial flux 

PMSG (AFPMSG) design using the Taguchi method. 

The factors were internal radius, pole number, magnet 

thickness, and pole utilization factor; and the response 

was air-gap MFD (AGMFD). They performed 

optimization using the simplex algorithm,  and 

validated the results using FEA. Hasanien and 

Muyeen [6] employed genetic algorithm (GA) and 

RSM to offer an optimum design technique for the 

controller used in the frequency converter of a 

variable speed wind turbine (VSWT) driven PMSG. 

The purpose was to find the best parameters for the PI 

controllers. Settling time, maximum percentage 

overshoot (MPOS), maximum percentage undershoot 

(MPUS), and steady-state error of the voltage profile 

are the measured responses. The performance of the 

specified parameters acquired with GA-RSM are then 

compared to those obtained with a generalized 

reduced gradient (GRG) approach that takes into 

account both unsymmetrical and symmetrical errors. 

Oh et al. [7] conducted research on the design of an 

IPMSM with concentrated windings. Authors 

minimized the PM eddy-current loss by moving the 

magnets at the rotor and keep the MFD in the air gap 

at a desired range. They used rotor shape and rpm as 

factors. Several rotor design parameters (bridge size 

and magnet height) were taken into account in 

Neubauer et al.'s [8] study. They focused on the 

IPMSG’s rotor design optimization in order to 

determine their impact on the MFD and machine's 

performance. A direct-driven surface-mounted PMSG 

(D-SPMSG)'s magnetic flux linkage optimization was 

researched by Xie et al. [9]. They used FEA to do 

simulations and determined winding arrangements, 

PM specifications and dimensions, as the factors those 

will be optimized. Demir and Akuner [10] 

investigated the critical rotor pole data of a line-start 

PMS motor (LSPMSM). They employed Taguchi for 

determining factor values of LSPMSM critical rotor 

pole data in order to optimize efficiency and power 

factor. They considered the magnet duct dimensions, 

width of the rib, magnet width, magnet thickness as 

the factors. Sabioni et al. [11] optimized the design of 

a 10 kW axial-flux PMSG for direct-coupled wind 

turbines using non-dominated sorting GA-III (NSGA-

III). Material cost, efficiency, outer diameter, and 

weight are chosen as responses. The authors 

considered the electromagnetic factors and the 

dimensions during the design procedure. In order to 

enhance the design of SPMSG, Dai et al. [12] 

combined Taguchi and GA. They made an effort to 

increase efficiency while reducing expense and THD 

of surface-mounted permanent magnet synchronous 

machines (SPMSMs). FEA is used to verify the 

results. They selected the design parameters namely 

inner radius of rotor, height of air gap, height of 

magnet, height of stator yoke, width of stator tooth, 

height of slot, pole-arc to pole-pitch ratio, core length, 

pole shift angle, magnet eccentricity, magnet 

segmentation as the factors those have to be 

optimized. Gul et al. [13] investigated the DSSR 

PMSG (dual-stator single-rotor PMSG) optimization. 

They employed GA to efficiently reduce the cost of 

the DSSR PMSG and weight. The authors additionally 

investigated into the MFD distribution. They used 

power distribution factor, thickness of magnet, axial 

length, thickness of rotor yoke, thickness of stator 

yokes, ratio of magnet pole arc to pole pitch as the 

factors. Semon et al. [14] used RSM for rotor design 

optimization of a V-type IPMSM to reduce THD 

while maintaining the desired range of airgap MFD. 

They used geometrical dimensions of rotor pole shape 

as the factors. To optimize the THD and voltage 

regulation rate, Jun et al. [15] explored the design 

optimization of PMSG for wind power generators 

using the Taguchi. They tried to determine the 

optimum fator levels of polar arc coefficient, air gap 

length, PM thickness, number of turns per phase 

coil. Karimpour et al. [16] optimized the design of 

IPMSG using FEA and Taguchi in order to improve 

efficiency, THD, and the amplitude of induction EMF. 

They used stator tooth width, stator slot depth, magnet 

thickness, magnet width, magnet inset, magnet spread 

angle as the factors. In the following year, Karimpour 

et al.'s [17] research focused on improving the IPMSG 

design using FEA and the Taguchi Method. They took 

into consideration the effects of the magnet inset, 

magnet thickness, stator tooth width, slot depth, and 

magnet breadth. The efficiency of the generator, 

output power, and torque ripple were the measured 

responses to be optimized. Agrebi et al. [18] employed 

GA to optimize the design parameters (ratio of the 

bore radius to the active length of the machine, ratio of 

the slot depth to the bore radius of the machine, pole 

pairs number, current surface density, rated power, 

rated angular rotation speed, induction in the stator 

yoke, slot number per pole and per phase) of a direct 

drive PMSG (DDPMSG) for a smart wind turbine, 

and the results were validated by FEA. Alemi-Rostami 

et al. [19] investigated the construction of a step-by-

step strategy for the design of a PMSG to achieve 

improved efficiency and power factor while requiring 

less voltage regulation and PM volume. They 

employed FEA validation and GA to optimize the 

design. They determined air gap length, conductor 

current density, stator slot width, stator slot height, 

magnet height, magnet width as the factors those have 

to be optimized. The literature summary is presented 

in Table 1. 

Numerous studies have investigated at the design 

optimization of PSMG, according to studies that have 

been published in the literature. The objective of this 

study is to determine the 16-poled, 3 kVA, 4000 rpm 

optimum rotor design. In order to do this, we 

researched the best factors to use while adjusting the 

rotor's embrace, offset, outer diameter, and magnet 

thickness in order to maintain the desired range of 

MFD distribution while increasing efficiency. 

Maxwell simulations are used to measure the 

efficiency and distribution of MFD. The mathematical 
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modeling is done using regression modeling, and the 

multi-objective optimization is done using the Moth 

Flame Optimization (MFO) Algorithm.  

Table 1.  Literature summary. 

Author(s) Electric 

Machine 

Type 

Optimization 

Method 

Responses 

Fang et al. [3] IPMSG RSM Rotor saliency ratio, 
motor efficiency, back 

EMF 

Li and Liu [4] PMSG ANSYS 
Simulations 

PMSG shape, 
magnetic field 

intensity, MFD. 
Kurt et al. [5] AFPMSG Taguchi Air-gap MFD 

Hasanien and 

Muyeen [6] 

VSWT 

driven 
PMSG 

GA, RSM Settling time, MPOS, 

MPUS, steady-state 
error of the voltage 

profile 

Oh et al. [7] IPMSM FEA PM eddy-current loss, 
air-gap MFD 

Neubauer et 

al. [8] 

IPMSG FEA MFD inside the PM, 

voltage, power, 
maximum power, short 

circuit current 

Xie et al. [9] D-SPMSG FEA Magnetic flux linkage 
Demir and 

Akuner [10] 

LSPMSM Taguchi Efficiency, power 

factor 

Sabioni et al. 
[11] 

Axial-flux 
PMSG for 

direct-

coupled 
wind 

turbines 

NSGA-III Material cost, 
efficiency, outer 

diameter, weight 

Dai et al. [12] SPMSM Taguchi, GA Efficiency, cost, THD, 
MFD 

Gul et al. [13] DSSR 

PMSG 

GA Cost, weight, MFD 

Semon et al. 

[14] 

V-type 

IPMSM 

RSM THD, air-gap MFD 

Jun et al. [15] PMSG for 
wind power 

generators 

Taguchi THD, voltage 
regulation rate 

Karimpour et 
al. [16] 

IPMSG Taguchi Efficiency, THD, 
amplitude of induction 

EMF 

Karimpour et 
al. [17] 

IPMSG Taguchi Efficiency, output 
power, torque ripple 

Agrebi et al. 

[18] 

DDPMSG 

for a smart 
wind 

turbine 

GA Mass of the 

generator’s active parts 
(iron, copper, PMs). 

Alemi-
Rostami et al. 

[19] 

PMSG GA Efficiency, power 
factor, PM volume 

 

MFO algorithm is a recent and very effective swarm-

based optimization technique [20, 21]. MFO is not 

used for design optimization of PMSGs previously. 

Using the design parameters namely embrace, offset, 

outer diameter, and magnet thickness together for 

optimizing efficiency and magnetic distributions of 

PMSG by using MFO, is the novelty of this research.  

This research’s first motivation is determining the 

relationship between the important design parameters 

(embrace, offset, outer diameter, and magnet 

thickness) of the highspeed alternator and the 

measured responses, when standard M530-50A 

lamination material is used. 

The second motivation is to demonstrate to the readers 

the utility of MFO with regard to these design 

problems. As demonstrated by the “No Free Lunch”, 

none of the offered methods in the literature can 

handle all difficulties with optimization alone [20, 22]. 

Therefore, there is always a need to investigate the 

performance of newly presented algorithms on the 

presented problems in the literature.   

2. Mathematical modeling 

In this paper, it is aimed to determine the optimum 

level of the factors (embrace, offset, outer diameter, 

and magnet thickness) to hold the MFD distribution 

within a desired range while maximizing the 

efficiency. To do this, the mathematical relation 

between these responses and factors have to be 

calculated in the first stage (then MFO will be run 

through these models in order to do the optimization). 

Regression modeling is used to do this. The terms in 

regression models might be linear, quadratic, or 

interaction. The models those have these three terms 

together are referred to as a full quadratic model. The 

general representation for this type of regression 

model is given in Eq. (1). This model is used to fit 

mathematical models to the Maxwell simulations 

presented in Section 4 [23-26].  

𝑌𝑢 = 𝛽0 + ∑ 𝛽𝑖𝑋𝑖𝑢
𝑛
𝑖=1 + ∑ 𝛽𝑖𝑖𝑋𝑖𝑢

2𝑛
𝑖=1  +

∑ 𝛽𝑖𝑗𝑋𝑖𝑢𝑋𝑗𝑢
𝑛
𝑖<𝑗 + 𝑒𝑢  

(1) 

β𝑇 = [𝛽0, 𝛽1, 𝛽2, … , 𝛽𝑛] (2) 

𝑌𝑢 is the response for uth run. Responses of this study 

are the MFD distributions (stator teeth flux density, 

stator yoke flux density, MFD) and efficiency, which 

means that in Section 4 four separate regression 

equations will be calculated. X terms are the factors 

(𝑋1: embrace, 𝑋2: offset, 𝑋3: outer diameter, and 𝑋4: 

magnet thickness). 𝑋𝑖𝑢𝑋𝑗𝑢 terms represents the 

interaction terms (in this study maximum 3 interaction 

terms can be used such as 𝑋1𝑋2 𝑋1𝑋3, 𝑋2𝑋3). 𝑒𝑢 is the 

prediction error (PE) for the uth experimental run [23-

26]. The regressin models are calulated by the aid of 

Minitab Statistical Package in this study. The 𝑅2 

(coefficient of determination) calculations and 

“Analysis of Variance (ANOVA)” are also performed 

by the aid of Minitab. 

𝑅2 is used to assess if the factors included in the 

mathematical model are adequate to account for the 

change in response and it is expected to R2 be nearer 

to 1 (which means 100 percent). Finally, the 

significance for each model have to be determined 

before the performing optimization with MFO 

algorithm. To do this “Analysis of Variance 

(ANOVA)” is used. ANOVA is a statistical 

hypothesis test that use the F-test to measure the 

significance of a model. ANOVA includes two 

hypotheses (H0 and H1). H0 indicates that the 

regression model is insignificant, whereas H1 

indicates that it is significant. So, H1 must be true in 
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order to employ these models during the optimization 

phase. If the “p-value” (in this study Minitab is used 

to calculate the P-Value) is lower than the type-I error 

(α) then this means the model is significant (H1 is 

true) [23-26]. In this study, the confidence level is 

choosen as 95% (which means α=5%). After 

completing the modeling, MFO algorithm was utilized 

for optimization by running through these models [23-

26]. 

3. Moth flame optimization (MFO) algorithm 

Population based optimization algorithms are widely 

classified into three main categories: physic-based 

(such as gravitational search algorithm (GSA), and 

etc.), evolutionary-based (such as biogeography-based 

optimization (BBO) algorithm, human evolutionary 

model, and etc.), and swarm-based (such as artificial 

bee colony (ABC) algorithm, grey wolf optimizer 

(GWO) algorithm, and etc.) algorithms.  

MFO is a nature-inspired swarm-based meta-heuristic 

optimization algorithm which is inspired from the 

moths' navigation mechanism. This mechanism is 

called transverse orientation. Moths use a very 

effective method for covering great distances in a 

straight line at night by maintaining a stable angle 

with respect to the moon. Because the light source 

(such as the moon) is far away from the moth, and this 

ensures that it will fly in a straight line. Regardless of 

the effectiveness of transverse orientation, moths fly 

in a spiral around artificial light sources (such as the 

street lamps and etc.). This is the inefficiency of the 

transverse orientation and this result in a useless or 

lethal spiral fly path for moths [20, 21]. 

In MFO algorithm, the behaviors of the moth-flames 

are mathematically modeled. In this mathematical 

model, the candidate solutions are represented by the 

moths and the factors (input variables) are represented 

by the positions of the moths (moths can fly in hyper 

dimensional space). Because of being MFO a 

population-based algorithm, the set of moths must be 

represented in a matrix form [20, 21]: 

𝑀 = [

𝑚1,1 𝑚1,2  … 𝑚1,𝑑

𝑚21……
𝑚2,2

……
 … 𝑚2,𝑑

……
𝑚3,1 𝑚3,2  … 𝑚𝑛,𝑑

]   (3) 

In Eq. (3), n represents the number of moths and d 

represents the number of factors (dimensions). It is 

also assumed that for each moth, there is an array OM 

with nx1 dimensions for storing the corresponding 

fitness values (those are the return value of the fitness 

(objective) function for each moth). Each moth's 

position vector (for example, the first row in the 

matrix M) is passed to the fitness function, and the 

output of the fitness function is assigned to the 

corresponding moth as its fitness value in the OM 

matrix (for example the components of OM matrix 

are: OM1 for the first row in the matrix M, OM2 for the 

second row in the matrix M, and etc.). Flames are 

another important component of the proposed 

algorithm. Flames are also represented by a matrix 

which has an equal dimension (nxd) with M matrix 

[20, 21]: 

𝐹 = [

𝐹1,1 𝐹1,2  … 𝐹1,𝑑

𝐹21……
𝐹2,2

……
 … 𝐹2,𝑑

……

𝐹3,1 𝐹3,2  … 𝐹𝑛,𝑑

]   (4) 

As been at M matrix, it is also assumed that for each 

flames, there is an array OF with nx1 dimensions for 

storing the corresponding fitness values for the flames 

where n is the moths’ number. Moths and flames are 

both solutions, it should be mentioned. The difference 

is in how we handle and update them at each iteration. 

Moths are genuine search agents that wander across 

the search space, whereas flames represent the best 

moth position obtained thus far. In other terms, flames 

can be compared to flags or pins dropped by moths 

when hunting for food. As a result, each moth looks 

for a flag (flame) and changes it when a better solution 

is found. With this technique, a moth's optimal answer 

is never lost [20, 21]. 

MFO algorithm approximates the global optimal of 

the optimization problems by using the I, P, and T 

functions. The I function generates a random 

population of moths (M matrix) and their fitness 

values (OM array). The main function, the P function, 

moves the moths around the search space. This 

function receives the matrix M and eventually returns 

its updated version. If the termination criterion is 

satisfied, the T function returns true; otherwise, it 

returns false (which is represented by M=P(M) while 

T(M) is equal to false). In the I function, any random 

distribution may be used [20, 21]: 

𝑀(𝑖, 𝑗) = (𝑢𝑏(𝑖) − 𝑙𝑏(𝑖)) ∗ 𝑟𝑎𝑛𝑑() + 𝑙𝑏(𝑖)      (5) 

where i=1:n, j=1:d, ub and lb are the upper and lower 

bounds respectively. Following the I function's 

initialization, the P function (main function) is 

executed iteratively until the T function returns true. 

The P function moves the moths around the search 

space inspiring from the transverse orientation. Each 

moth's position in proximity to a flame is updated 

using the equation below [20, 21]:   

𝑀𝑖 = 𝑆(𝑀𝑖 , 𝐹𝑗)     (6) 

where 𝑀𝑖 and 𝐹𝑗 are the i-th moth and j-th flame. S is 

the spiral function which is the moth's primary 

updating mechanism. The initial point of the spiral 

must be start from the moth and final point must be 

the flame’s position. The fluctuation should not 

exceed the search space [20, 21]: 

𝑆(𝑀𝑖 , 𝐹𝑗) = 𝐷𝑖 . 𝑒𝑏𝑡 . cos(2𝜋𝑡) + 𝐹𝑗   (7) 

In this logarithmic spiral function the spiral flying 

path of moths is simulated where b is a constant term 

that defines the shape of S, 𝐷𝑖  is the absolute distance 

of the i-th moth for the j-th flame (|𝐹𝑗 − 𝑀𝑖|), and t is 

a random number between [-1, 1]. The t in the 

equation defines how close the next position of the 

moth should be to the flame (where t=1 is the furthest 

and t=-1 is the closest). By changing t, a moth can 

converge on any point in the vicinity of the flame. The 
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moth's next position would be within a hyper ellipse, 

which may be assumed in all directions around the 

flame as a result. Because it governs how moths 

update their positions around flames, the spiral 

movement is the most important component of the 

proposed method. Because of the spiral equation, a 

moth can fly "around" a flame rather than in the space 

between them. As a result, the exploration and 

exploitation of the search space can be ensured. The 

spiral equation enables a moth to fly ‘‘around" a flame 

rather than in the space between them. As a result, the 

exploration and exploitation of the search space can be 

ensured. The position updating guarantees the 

exploitation around the flames. To increase the 

likelihood of finding better solutions, the best 

solutions obtained thus far are referred to as flames. 

As a result, the matrix F always contains the n most 

recent best solutions obtained thus far. During 

optimization, the moths must update their positions in 

relation to this matrix. To emphasize exploitation, it is 

assumed that t is a random number in the range [r; 1], 

with r decreasing linearly from -1 to -2 over the 

course of the iteration. It is worth noting that r is 

referred to as the convergence constant. Moths using 

this method tend to exploit their corresponding flames 

more precisely proportional to the number of 

iterations. Another issue to consider is that the 

position updating of moths in relation to n different 

locations in the search space may impair the 

exploitation of the most promising solutions. An 

adaptive system for the number of flames is suggested 

to address this issue [20, 21]:  

𝑓𝑙𝑎𝑚𝑒 𝑛𝑜 = 𝑟𝑜𝑢𝑛𝑑 (𝑁 − 1 ∗
𝑁−1

𝑇
) (8) 

where l is the current iteration count, N denotes the 

maximum number of flames, and T denotes the total 

number of iterations. The pseudocode for P function is 

as follows [20, 21]: 

 

 

Figure 1. Pseudo code for MFO 

 

Until the T function returns true, the P function is 

executed. The best moth is returned as the best 

attainable approximation of the optimum when the P 

function is terminated. 

4. Results and discussions 

In this paper, we studied on a 16-poled 4000 rpm 3 

kVA PMSG. This PMSG is designed in the Maxwell 

environment. Some important design parameters of 

this PMSG are presented in Table 2. The PMSG has a 

rated power factor of 0.8. All winding material in the 

Maxwell design is ordinary copper. For lamination, 

M530-50A Si-Fe is employed. Finally, an H-Class 

insulating material is chosen. The goal of the first step 

is to use regression modeling to discover the 

mathematical relationship between the parameters 

(embrace (𝑋1), offset (𝑋2), outer diameter (𝑋3), 

magnet thickness (𝑋4)) and the responses (stator teeth 

flux density (𝑌1), stator yoke flux density (𝑌2), MFD 

(𝑌3), and efficiency (𝑌4)). An experiment is designed 

to carry out this phase.  

Table 2. Basic design specifications for a 3 kVA PMSG. 

Name Value Unit Description Part 

Length 65 mm Length of core Stator 

Inner Ø of Stator 90 mm Core diameter (gap side) Stator 

Slot Type 3 N/A Circular (slot type: 1 to 6)  Stator 

Skew Width 1 units Range number of slot Stator 

Slots 36 units Number of slots Stator 

Hs0 0.5 mm Slot opening height Stator 

Bs0 2.5 mm Slot opening width Stator 

Hs2 14.95 mm Slot height Stator 

Bs1 4 mm Slot width Stator 

Bs2 6.27 mm Slot width Stator 

Rs 1.5 mm Slot bottom radius Stator 

Inner Ø of Rotor 89 mm Core diameter (gap side)  Rotor 

Length 65 mm Core length Rotor 

Poles 16  - Number of poles Rotor 

The flowchart for the mathematical modeling and 

optimization phase is presented in Figure 2. 

 
Figure 2. Flowchart for the mathematical modeling and 

optimization phase. 

 

Table 3 shows the factor levels for this experimental 

design. Regression models will be generated for both 
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factor levels with coded and uncoded versions. During 

the optimization phase, we actually require the coded 

model. However, in order to demonstrate the true 

mathematical relationship to the readers, the original 

models with uncoded factor values are also generated. 

As a result, uncoded and coded factor levels are 

presented jointly in Table 4. The experiment has been 

planned. Eq. (9) is used to code the data. 

Table 3. Factor levels. 

Factors Sym. Unit  Levels 

1 2 3 

Embrace X1 -  0.196 0.588 0.98 

Offset X2 -  10 20 30 
Outer Diameter X3 mm 135 150 165 

Magnet Thickness X4 mm 2 6 10 

 

𝑋𝑐𝑜𝑑𝑒𝑑 =
𝑋𝑢𝑛𝑐𝑜𝑑𝑒𝑑−((𝑋𝑚𝑎𝑥+𝑋𝑚𝑖𝑛)/2)

((𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛)/2)
                           (9) 

Maxwell simulations are used to execute 25 

experimental runs, and the results are shown in Table 

4. The disadvantage of manufacturing real PMSG 

prototypes - which is not appropriate due to expenses - 

is avoided. 

Table 4. Maxwell simulations. 

Run 

 

I 

Factors  

(uncoded levels) 

 Factors  

(coded levels) 

 

Xi1 Xi2 Xi3 Xi4 Xi1 Xi2 Xi3 Xi4 

1 0.196 10 135 2 -1 -1 -1 -1 

2 0.196 10 165 2 -1 -1  1 -1 

3 0.98 10 135 2  1 -1 -1 -1 
4 0.98 10 165 2  1 -1  1 -1 

5 0.196 30 135 2 -1  1 -1 -1 

6 0.196 30 165 2 -1  1  1 -1 
7 0.98 30 135 2  1  1 -1 -1 

8 0.98 30 165 2  1  1  1 -1 
9 0.196 10 135 10 -1 -1 -1  1 

10 0.196 10 165 10 -1 -1  1  1 

11 0.98 10 135 10  1 -1 -1  1 
12 0.98 10 165 10  1 -1  1  1 

13 0.196 30 135 10 -1  1 -1  1 

14 0.196 30 165 10 -1  1  1  1 
15 0.98 30 135 10  1  1 -1  1 

16 0.98 30 165 10  1  1  1  1 

17 0.588 20 135 6  0  0 -1  0 
18 0.588 20 165 6  0  0  1  0 

19 0.196 20 150 6 -1  0  0  0 

20 0.98 20 150 6  1  0  0  0 
21 0.588 10 150 6  0 -1  0  0 

22 0.588 30 150 6  0  1  0  0 

23 0.588 20 150 2  0  0  0 -1 
24 0.588 20 150 10  0  0  0  1 

25 0.588 20 150 6  0  0  0  0 

 

After several preliminary trials, the full quadratic 

regression models are derived by linear terms & 

square termes & interaction terms for the responses.  

Minitab is used for fitting the regression models and 

performing the significance tests. Eq. (10) and Table 5 

shows the general representation of the fitted 

regression model and the coefficients of the uncoded 

(original) models, respectively. 

Table 4. (Continues). 

Run 

i 

Responses  

Yi1 Yi2 Yi3 Yi4 

1 1.390 0.243 0.754 75.950 

2 1.396 0.065 0.754 76.150 

3 1.434 1.078 0.754 94.597 

4 1.435 0.291 0.754 95.405 

5 1.402 0.242 0.764 73.093 

6 1.403 0.065 0.764 73.295 

7 1.435 0.812 0.754 94.796 

8 1.435 0.219 0.754 95.248 

9 1.544 0.275 0.955 82.404 

10 1.544 0.074 0.773 82.525 

11 1.636 1.219 0.947 94.227 

12 1.636 0.329 0.947 95.236 

13 1.520 0.276 0.957 82.178 

14 1.520 0.074 0.957 82.303 

15 1.636 1.007 0.947 94.152 

16 1.636 0.272 0.947 94.838 

17 1.637 0.805 0.902 94.375 

18 1.637 0.217 0.902 94.811 

19 1.522 0.118 0.918 81.813 

20 1.637 0.485 0.902 95.190 

21 1.637 0.346 0.902 94.825 

22 1.637 0.333 0.902 94.695 

23 1.435 0.292 0.754 94.486 

24 1.636 0.344 0.947 94.764 

25 1.637 0.287 0.902 94.759 

 

𝑌1 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽5𝑋1
2 +

𝛽6𝑋2
2 + 𝛽7𝑋3

2 + 𝛽8𝑋4
2 + 𝛽9𝑋1𝑋2 + 𝛽10𝑋1𝑋3 +

𝛽11𝑋1𝑋4 + 𝛽12𝑋2𝑋3 + 𝛽13𝑋2𝑋4 + 𝛽14𝑋3𝑋4           (10) 

Table 5. Regression coefficients for the uncoded factor 

levels. 

Coef. Term 𝑌1 𝑌2 𝑌3 𝑌4 

𝛽0 Const. 1.8561875 16.266952 0.444961 -6.084172 

𝛽1 𝑋1 0.4186154 4.674439 -0.271387 74.32474 

𝛽2 𝑋2 -0.0022243 -0.015897 -0.007847 0.102591 

𝛽3 𝑋3 -0.0091662 -0.217367 0.004506 0.880733 

𝛽4 𝑋4 0.0893993 0.067595 0.083571 1.450213 

𝛽5 𝑋1
2 -0.3286391 -0.317811 0.019376 -43.91885 

𝛽6 𝑋2
2 0.0000700 -0.000108 -0.000050 -0.004902 

𝛽7 𝑋3
2 0.0000311 0.000714 -0.000022 -0.002921 

𝛽8 𝑋4
2 -0.0059063 -0.002021 -0.003533 -0.039078 

𝛽9 𝑋1𝑋2 0.0004783 -0.009678 -0.003284 0.091342 

𝛽10 𝑋1𝑋3 -0.0000638 -0.023884 0.001935 0.024522 

𝛽11 𝑋1𝑋4 0.0106824 0.013672 0.006617 -1.296038 

𝛽12 𝑋2𝑋3 -0.0000025 0.000145 0.000076 -0.000280 

𝛽13 𝑋2𝑋4 -0.0001063 0.000111 0.000259 0.007420 

𝛽14 𝑋3𝑋4 -0.0000083 -0.000305 -0.000190 0.000291 

*Coef. : Coefficient, Const.: Constant 

Programming MFO and optimization are done in 

Matlab. In order to use these equations in the Matlab 

environment for the MFO approach, the models must 

be constructed for coded factor values that range from 

-1 to 1. In this manner, the models are made 

independent of the units, making multi-objective 

optimization simple. Table 6 provide the regression 

models for the levels of coded factors. 

The regression models for the responses (𝑌1, 𝑌2, 𝑌3, 

and  𝑌4)  have 𝑅2 statistics of 99.29%, 98.88%, 

93.93%, and 99.28%, respectively. Table 7 displays 

the regression models' prediction capabilities. The �̂�𝑖 

values in this table represent the projected outcomes 

from using the coefficients presented in Table 5. For 
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each response, the prediction error percentage (PE(%)) 

is also provided. 

Table 6. Regression coefficients for the coded factor levels. 

Coef. Term 𝑌1,𝑐𝑜𝑑𝑒𝑑 𝑌2,𝑐𝑜𝑑𝑒𝑑 𝑌3,𝑐𝑜𝑑𝑒𝑑 𝑌4,𝑐𝑜𝑑𝑒𝑑 

𝛽0 Const. 1.631000 0.341288 0.906305 95.180068 

𝛽1 𝑋1 0.037722 0.237778 0.006111 7.998778 

𝛽2 𝑋2 -0.001556 -0.034444 0.011444 -0.373389 

𝛽3 𝑋3 0.000444 -0.241722 -0.010111 0.224389 

𝛽4 𝑋4 0.085722 0.031278 0.087278 1.644833 

𝛽5 𝑋1
2 -0.050500 -0.048836 0.002977 -6.748746 

𝛽6 𝑋2
2 0.007000 -0.010836 -0.005023 -0.490246 

𝛽7 𝑋3
2 0.007000 0.160664 -0.005023 -0.657246 

𝛽8 𝑋4
2 -0.094500 -0.032336 -0.056523 -0.625246 

𝛽9 𝑋1𝑋2 0.001875 -0.037938 -0.012875 0.358063 

𝛽10 𝑋1𝑋3 -0.000375 -0.140438 0.011375 0.144187 

𝛽11 𝑋1𝑋4 0.016750 0.021438 0.010375 -2.032188 

𝛽12 𝑋2𝑋3 -0.000375 0.021813 0.011375 -0.042063 

𝛽13 𝑋2𝑋4 -0.004250 0.004438 0.010375 0.296812 

𝛽14 𝑋3𝑋4 -0.000500 -0.018312 -0.011375 0.017438 

*Coef. : Coefficient, Const.: Constant 

 

Table 7. The accuracy of the models' predictions. 

Run 

 

i 

Stator Teeth Flux Density      Stator Yoke Flux Density 

𝑌𝑖1 �̂�𝑖1 𝑃𝐸𝑖1(%) 𝑌𝑖2 �̂�𝑖2 𝑃𝐸𝑖2(%) 

1 1.390 1.391 0.06 0.243 0.268 9.35 
2 1.396 1.394 0.13 0.065 0.058 11.14 

3 1.434 1.430 0.30 1.078 1.057 1.94 

4 1.435 1.432 0.24 0.291 0.286 1.69 
5 1.402 1.393 0.63 0.242 0.223 8.74 

6 1.403 1.395 0.57 0.065 0.100 35.14 

7 1.435 1.440 0.32 0.812 0.860 5.61 
8 1.435 1.440 0.35 0.219 0.176 24.32 

9 1.544 1.538 0.37 0.275 0.315 12.83 
10 1.544 1.540 0.28 0.074 0.033 126.54 

11 1.636 1.644 0.50 1.219 1.191 2.38 

12 1.636 1.644 0.49 0.329 0.346 4.94 
13 1.520 1.524 0.24 0.276 0.288 4.07 

14 1.520 1.524 0.23 0.074 0.092 19.70 

15 1.636 1.637 0.07 1.007 1.011 0.41 
16 1.636 1.635 0.03 0.272 0.254 7.16 

17 1.637 1.638 0.03 0.805 0.744 8.25 

18 1.637 1.638 0.09 0.217 0.260 16.61 
19 1.522 1.543 1.35 0.118 0.055 115.82 

20 1.637 1.618 1.16 0.485 0.530 8.53 

21 1.637 1.640 0.16 0.346 0.365 5.18 
22 1.637 1.636 0.03 0.333 0.296 12.50 

23 1.435 1.451 1.09 0.292 0.278 5.16 

24 1.636 1.622 0.85 0.344 0.340 1.11 
25 1.637 1.631 0.37 0.287 0.341 15.91 

 

ANOVA is used for determining the significance of 

the model and summarized in Table 8 (confidence 

level: 95%) and the confirmation test results are given 

in Table 7. When there are replicates (multiple 

observations with identical x-values) in the data, 

Minitab displays the lack-of-fit test. Replicates are 

considered "pure error" because only random variation 

can cause differences in observed response values. In 

this study, the experimental design is conducted 

without replicates, so lack-of-fit is not observed in the 

Minitab reports. Instead of lack of fit test, the p-value 

test results of ANOVA for the mathematical models 

are presented in Table 8. 

 

Table 7. (Continues). 

Run 

 

i 

MFD Efficiency 

𝑌𝑖3 �̂�𝑖3 𝑃𝐸𝑖3(%) 𝑌𝑖4 �̂�𝑖4 𝑃𝐸𝑖4(%) 

1 0.754 0.767 1.73 75.950 75.906 0.06 
2 0.754 0.724 4.10 76.150 76.116 0.04 

3 0.754 0.762 1.01 94.597 94.964 0.39 

4 0.754 0.764 1.34 95.405 95.750 0.36 
5 0.764 0.772 1.09 73.093 73.934 1.14 

6 0.764 0.775 1.41 73.295 73.975 0.92 

7 0.754 0.715 5.40 94.796 94.424 0.39 
8 0.754 0.763 1.23 95.248 95.042 0.22 

9 0.955 0.923 3.46 82.404 82.632 0.28 
10 0.773 0.835 7.38 82.525 82.911 0.47 

11 0.947 0.959 1.25 94.227 93.560 0.71 

12 0.947 0.916 3.38 95.236 94.417 0.87 
13 0.957 0.970 1.31 82.178 81.847 0.40 

14 0.957 0.927 3.27 82.303 81.958 0.42 

15 0.947 0.954 0.75 94.152 94.208 0.06 

16 0.947 0.957 1.01 94.838 94.895 0.06 

17 0.902 0.911 1.03 94.375 94.298 0.08 

18 0.902 0.891 1.22 94.811 94.747 0.07 
19 0.918 0.903 1.64 81.813 80.433 1.72 

20 0.902 0.915 1.46 95.190 96.430 1.29 

21 0.902 0.890 1.37 94.825 95.063 0.25 
22 0.902 0.913 1.18 94.695 94.316 0.40 

23 0.754 0.763 1.12 94.486 92.910 1.70 

24 0.947 0.937 1.06 94.764 96.200 1.49 
25 0.902 0.906 0.48 94.759 95.180 0.44 

 

Table 8. Summary for ANOVA results. 

Response F-Value P-Value Result 

Stator Teeth Flux Density 100.02 0.000 Significant 
Stator Yoke Flux Density 63.17 0.000 Significant 

MFD 11.05 0.000 Significant 

Efficiency 98.31 0.000 Significant 

 

The results of the ANOVA indicates that P-values for 

each mathematial model is less than 0.05 – which 

means that the models are significant. Also the 

confirmation tests are performed and presented in 

Table 9. 

Table 9. Confirmation results. 

Run 

 

i 

Factors  

(uncoded levels) 

 Factors  

(coded levels) 

 

Xi1 Xi2 Xi3 Xi4 Xi1 Xi2 Xi3 Xi4 

26 0.392 14 140 4 -0.50 -0.60 -0.67 -0.50 
27 0.392 24 140 4 -0.50 0.40 -0.67 -0.50 

28 0.392 24 140 8 -0.50 0.40 -0.67 0.50 

29 0.784 14 140 4 0.50 -0.60 -0.67 -0.50 
30 0.784 14 155 4 0.50 -0.60 0.33 -0.50 

31 0.784 14 155 8 0.50 -0.60 0.33 0.50 

32 0.784 24 155 8 0.50 0.40 0.33 0.50 

 

Table 9. (Continues). 

Run 

 

i 

Stator Teeth Flux Density      Stator Yoke Flux Density 

𝑌𝑖1 �̂�𝑖1 𝑃𝐸𝑖1(%) 𝑌𝑖2 �̂�𝑖2 𝑃𝐸𝑖2(%) 

26 1.580 1.542 2.44 0.367 0.387 5.14 
27 1.587 1.541 3.00 0.366 0.357 2.57 

28 1.624 1.617 0.45 0.379 0.391 3.16 

29 1.592 1.571 1.35 0.702 0.730 3.88 
30 1.592 1.569 1.45 0.363 0.361 0.58 

31 1.646 1.666 1.18 0.377 0.394 4.35 

32 1.646 1.661 0.93 0.363 0.352 3.01 
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Table 9. (Continues). 

Run 

 

i 

MFD Efficiency 

𝑌𝑖3 �̂�𝑖3 𝑃𝐸𝑖3(%) 𝑌𝑖4 �̂�𝑖4 𝑃𝐸𝑖4(%) 

26 0.859 0.848 1.24 92.361 87.846 5.14 
27 0.857 0.855 0.28 92.278 87.271 5.74 

28 0.932 0.948 1.73 92.509 90.039 2.74 

29 0.856 0.850 0.76 95.045 96.550 1.56 
30 0.856 0.846 1.23 95.362 97.082 1.77 

31 0.923 0.928 0.56 95.201 97.539 2.40 

32 0.929 0.943 1.49 95.132 97.577 2.51 

The PE(%) results presented in Table 7 indicates that 

the prediction performance of the mathematical 

models for the observations those are not used in the 

modeling phase is good. As conclusion, results 

indicate that, the regression models provided in Table 

5 and Table 6 are significant, according to the 

findings.  

MFO is coded using the Matlab application [20, 21]. 

After conducting numerous preliminary tests, it is 

determined to use 30 search agents in the algorithm. 

There may be up to 100 iterations. Through a series of 

early experiments, the number of iterations and the 

number of search agents were determined. In these 

preliminary studies, several combinations were tested 

by gradually increasing the maximum number of 

iterations from 50 to 5000 and the number of search 

agents from 10 to 100. A constrained continuous 

optimization problem is used to model the issue. For 

this reason the models with coded factor levels 

presented in Table 6 are used and the factors in this 

model are then optimized using the MFO technique 

while adhering to the specified restriction. The goal 

function and the constraint for the factors are given in 

Eqs. (11) and (12). According to these functions; 

While the target for stator teeth flux density (𝑌1,𝑐𝑜𝑑𝑒𝑑) 

and efficiency (𝑌4,𝑐𝑜𝑑𝑒𝑑) are maximization; the target 

for stator yoke flux density (𝑌2,𝑐𝑜𝑑𝑒𝑑) is minimization. 

The target for MFD (𝑌3,𝑐𝑜𝑑𝑒𝑑) is 1.5 tesla. Since the 

stator tooth is the region exposed to the most intense 

magnetic field, the stator teeth flux density in this 

region was tried to be minimized and the maximum 

saturation point of the material was 1.5 Tesla. It is 

aimed to maximize the magnetic field value (flux 

density value) in the stator yoke so that the magnetic 

flux entering the stator through the tooth can stay in 

the stator and complete the magnetic circuit. The 

target values for the MFD value are determined by the 

additive material of the lamination. For M530-50A 

used in this study, 1-1.5 Tesla value should be 

reached.  

𝑍 = |𝑌1,𝑐𝑜𝑑𝑒𝑑/𝑚𝑎𝑥(𝑌𝑖1)| − |𝑌2,𝑐𝑜𝑑𝑒𝑑/𝑚𝑎𝑥(𝑌𝑖2)| −

|1.5/𝑚𝑎𝑥(𝑌𝑖3) − 𝑌3,𝑐𝑜𝑑𝑒𝑑/𝑚𝑎𝑥(𝑌𝑖3)| + |𝑌4,𝑐𝑜𝑑𝑒𝑑/

𝑚𝑎𝑥(𝑌𝑖4)|                         (11) 

𝑀𝑖𝑛 𝑍 𝑠. 𝑡. 𝑋1[−1,1]; 𝑋2[−1,1]; 𝑋3[−1,1]     (12) 

Keep in mind that the signs provided in the Z equation 

must be reversed in the Matlab code (see [20, 21, 25, 

26] for further information). The CPU time is 5 

seconds (on a PC which has 4GB RAM and Intel i5 

2.4 GHz processor). In the previous studies published 

in the literature, the statistical results of the algorithms 

on multimodal test function are presented by Mirjalili 

[20] to determine the performance of MFO. Since the 

multi-modal functions have an exponential number of 

local solutions, there results show that the MFO 

algorithm is able to explore the search space 

extensively and find promising regions of the search 

space. Results of [20] indicated that the MFO 

algorithm highly outperforms other well-known 

algorithms (GA, PSO, and etc.).  

Performance index figure that shows the reduction 

values of the objective function (fitness) during each 

iteration is presented in Figure 3. 

 
Figure 3. Best fitness values in each iteration. 

MFO is calculated the optimized factor levels as 

𝑋1 =0.68 (coded value: 0.23), 𝑋2 =30 (coded value: 

1), 𝑋3 =161.56 (coded value: 0.77), and 𝑋4 =8.92 

(coded value: 0.73). For this optimized factor level 

combination; the stator teeth flux density is calculated 

as 1.66 Tesla, stator yoke flux density is calculated as 

0.24 Tesla, MFD distribution is calculated as 0.95 

Tesla, and efficiency is calculates as 96.43% by MFO 

algorithm. Maxwell simulations are used for the 

confirmations and responses are calculated as: stator 

teeth flux density=1.64 Tesla, stator yoke flux 

density=0.26 Tesla, MFD=0.93 Tesla, and efficiency= 

94.85%. Structure of the optimized PMSG, voltage 

graph of optimized PMSG, and MFD ditributon for 

the  optimized PMSG  are displayed in Figures 4-6 

respectively. The THD is calculated as 0.21 for the 

PMSG. The outcomes show that the maximum 

efficiency has been attained and that the MFD 

distribution is within acceptable bounds (Figure 6's 

green zone).  

As shown in Figure 6, the slot surface between the 

rotor and the stator (on the surface of the lamination) 

is still in the green region from top to bottom. In 

addition, in the range of 1.4 – 1.6 Tesla, which is 

between normal and forced zone. Orange zones can be 

calledfoced zones. Other colour from orange to red 

can be called over loaded but in this design we 

avoided from red zones and stay in max orange zone 

and do not affect the efficiency.  

In general, no negative magnetic flux effect - that will 
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decrease the efficiency of the optimized PMSG – is 

observed. Because the red parts are rather minor and 

the green areas are predominate. 

 

 
Figure 4. Structure of the optimized PMSG. 

 

 
Figure 5. Voltage graph of the optimized PMSG. 

 

 
Figure 6. MFD distribution of the optimized PMSG. 

The standard lamination (M530-50A) used in this 

study is normally used in alternators where the magnet 

structure is thin. In this study, it has been concluded 

that in the optimized high-speed alternator design, 

thick magnets should be used in order to achieve the 

lamination M530-50A saturation and the desired tesla 

value. In order to use thinner magnets, it is necessary 

to use more efficient lamination material. The results 

show that it would be appropriate to use thick magnets 

in order to obtain the desired Tesla values in high-

speed alternators using M530-50A lamination material 

(the magnet thickness of the unoptimized generator is 

not specified for commercial confidentiality reasons). 

5. Conclusion 

In this work, 16-poled, 4000 rpm, 3 kVA PMSG rotor 

design optimization is carried out. Goal is to optimize 

the factor levels of embrace, offset, outer diameter 

(mm), and magnet thickness (mm) for maximizing 

efficiency and keeping the magnetic distributions in a 

desired range. The calculated second order regression 

equations are fitted to the Maxwell simulation data, 

and MFO, a successful and recently developed 

optimization method inspired by nature, is utilized to 

run through these models. In this study the goal is to 

show the readers how the MFO algorithm can be used 

to obtain the desired response values by using the 

fewest possible experimental runs. Efficiency of the 

PMSG is maximized to 96.43% and the magnetic 

distributions are determined as 1.66, 0.24, and 0.95 

Tesla for stator teeth flux density, stator yoke flux 

density, and MFD; respectively. The optimum factor 

levels for embrace, offset, outer diameter, and magnet 

thickness are calculated as 0.68, 30, 161.56, and 8.92 

respectively. For the optimized factor levels, 

simulations for confirmation are performed using 

Maxwell. According to the Maxwell confirmation 

results: the efficiency is calculated as 94.85%, and 

magnetic distributions are calculated as 1.64, 0.26, 

and 0.93 Tesla for stator teeth flux density, stator yoke 

flux density, and MFD; respectively. Results proved 

that MFO and regression modeling is effectively used 

for these type of problems. MFO's striking advantage 

over previously employed nature-inspired algorithms 

(such as PSO, GA, and others) is its ability to execute 

optimization with a relatively low number of iterations 

(100 for this study). Therefore, we can draw the 

conclusion that MFO, like the previously discussed 

nature-inspired algorithms, can be employed 

successfully for optimization in this field. There is no 

limitation of MFO and it has only one controllable 

parameter (that is the number of search agents). So 

optimization results can not be further improved 

significantly. Additionally, in the lamination used in 

the non-optimized stator currently produced by the 

manufacturer, the thickness of the magnet has been 

reduced without reducing the useful flux value 

induced by the magnet in the rotor. This reduced value 

of 1.08 mm for each magnet corresponds to a total of 

approximately 17.28 mm for 16 poles considering the 

total pole in the rotor, which corresponds to two 

magnets. Compared to the non-optimized PMSG, 

there was a slight decrease in weight while the size 

remained the same. This work can be expanded for 

higher power groups in the future researches. Also the 

performance of MFO can be compared with the other 

well-known optimization algorithms in the future 

researchs. 
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Today, the socio-cultural lack of some countries with increased urbanization
has led to the unconscious breeding of stray dogs. The failure to care for the off-
spring of possessive dogs or ignoring the responsibility to find a suitable family
for the offspring increased the dog population on the streets and in the shel-
ters. In this study, our main target is to analyze the habitat of stray dogs and
the strategy of how to control the population without damaging the ecosystem
of the species. For this aim, we establish a fractional-order differential equa-
tion system to investigate the fractal dimension with long-term memory that
invovles two compartments; the non-sterilized dog population (x(t)) and the
sterilized one (y(t)). Firstly, we analyze the stability of the equilibrium points
using the Routh-Hurwitz criteria to discuss cases that should not affect the
ecosystem of the dog population, but control the stray dog population in the
habitat. Since the intervention to the stray dog population occurs at discrete
time impulses, we use the Euler method’s discretization process to analyse the
local and global stability around the equilibrium points. Besides this, we show
that the solutions of the system represent semi-cycle behaviors. At the end of
the study, we use accurate data to demonstrate the sterilization rate of stray
dogs in their habitat.

Keywords:
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Stability analysis
Stray dog population and sterilization
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Semi-cycle solution
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1. Introduction

The dog population is generally split into posses-
sive and unattended dogs, which can be grouped
under three main topics. This suggests that dogs
have been lost while possessing an unclaimed pop-
ulation, dogs abandoned by the owner, and dogs
already unclaimed. Dogs with masters are owned
and maintained by one or more people [1]. Unat-
tended dogs attempt to coalesce in a specific habi-
tat and survive. This habitat consists of dog
breeding, dog acceptance into the habitat from
the outside, death, etc., and dog populations.
Some factors affect the isolated dog population.

This means that the attitude and behavior of the
surrounding people, the ability of dogs to breed,
and the ability of dogs to access resources such as
food and water within a group determine the size
of the population. The lack of control of the un-
claimed dog population brings several risks as the
population grows. This suggests that the number
of stray dogs in a habitat increases the number of
zoonotic diseases. Zoonotic diseases are common
in individuals, including both groups, transmitted
from animals to humans. Zoonosis includes bac-
terial, viral, fungal (fungal-induced), rickettsial
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(a type of parasitic microorganism), and para-
sitic infections. Unattended dogs attack people
and cause traffic accidents in their habitats, ra-
bies, and zoonosis. As a result, the lack of control
over the unattended dog population threatens hu-
man health [2]. Keeping the breeding of dogs un-
der control and preventing unwanted breeding will
help strike a balance between the animal owners’
demands and the dog population’s size. Steril-
izations are being made to prevent the growing
number of stray dogs. Sterilization of dogs is a
surgical operation that removes the ovaries and
uteruses of female dogs and the testicles of male
dogs. This will prevent the uncontrolled increase
in the number of stray dogs. Another method
of controlling the populations of stray dogs is to
provide training for animal owners. Those who
possess unconscious animals may leave them on
the street after a while. Adopted dogs have been
introduced to chips, increasing the population if
they do not have chips for their dogs and newborn
cubs [1, 2].

The main goal of mathematical modeling is to
describe the process through a mathematical de-
scription of real-life problems. A.A. Thirthar et
al. analysed in [3] an aquatic ecological model
with aggregation of fear and harvesting effects.
Similar mathematical models that investigates
species in ecosystems can be seen in [4–6]. Thus,
mathematical models were developed to help ex-
plain a system, examine the effects of its various
components, and make predictions about its be-
havior [7–9].

Models containing fractional derivatives yield bet-
ter results than integer-based models in the the-
ory of control of dynamical systems through var-
ious physical and biological processes [10–12]. In
[11], C.M. Nunes et al. considered a case study in
Brazil, where the management of visceral leish-
maniasis has primarily involved the spraying of
residual insecticides to eliminate vectors and the
identification and removal of infected dogs.

It is particularly appropriate to use fractional op-
erators to explain the memory and inherited char-
acteristics of many materials and processes, as
such properties are ignored in the derivative of
the integer digit. The future status of a popu-
lation in population models depends on its past
status. It is called the memory effect. The mem-
ory effect of the population can be examined by
adding a delay term or using a fractional deriva-
tive in the model [13–15]. In time-variable events,
fractional models show more realistic and accu-
rate results than models of integers because they
have memory. Therefore, many biological events

are represented as fractional-order models. See,
for example, [16–21].

This study develops a new mathematical model
that deals with the parameters that affect the
population of stray dogs. The most critical factor
in the population, the neutering effect, was ex-
amined in different scenarios. Results have been
released on the ideal sterilization strategy to pre-
vent dog population extinction or uncontrolled es-
calation.

Let us say that the end limit value of the logistical
growth x(t) size over time is K (the maximum
value that a population x(t) can take, which is
known as the maximum carrying capacity). The

logistic model assumes that when x(t)
K ∼ 0 exists,

then the relative growth rate goes to zero, and

when x(t)
K ∼ 1 is reduced as a linear function,

and the solution of the logistic equation tends to
zero. A single species model (here, dog popula-
tion) with carrying capacity K and growth rate r
is given by [13], such as

Dα
t x(t) = rx(t)(1− x(t)

K
). (1)

In including a ratio of natural deaths in the un-
sterilized dog compartment to equation (1.1), we
obtain

Dα
t x(t) = rx(t)(1− x(t)

K
)− µx(t). (2)

The overhead compartment decreases with a rate
of β to build another compartment for sterilized
dogs. Here, β denotes the rate of sterilization.

Dα
t x(t) = rx(t)(1− x(t)

K
)− µx(t)− βx(t). (3)

Since the unsterilized dog compartment would
have deaths due to illness, starvation, or other
causes, we include a rate of θ to denote the death
of this class caused by non-natural reasons. Fi-
nally, the non-sterilized compartment can be de-
fined as follows;

Dα
t x(t) = rx(t)(1− x(t)

K
)− µx(t)− βx(t)− θx(t).

(4)
The sterilized compartment y(t) exists from the
rate β and compartment x(t), which is given by

Dα
t y(t) = βx(t). (5)

The y(t) population also involves the same pa-
rameters µ and θ, that denote natural and non-
natural causes of death. Thus, the equation can
be improved such as

Dα
t y(t) = βx(t)− µy(t)− θy(t). (6)
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Now, the fractional dog population model can be
expressed as a fractional differential equation sys-
tem, where (x(t)) denotes the non-sterilized dogs
and (y(t)) represents the sterilized dogs;

Dα
t x(t) = rx(t)

(
1− x(t)

K

)
− µx(t)− βx(t)− θx(t)

Dα
t y(t) = βx(t)− µy(t)− θy(t)

(7)

where Dα
t is the Caputo fractional derivative con-

cerning time t and 0 < α ≤ 1. Initial values are
given as, x(0) = x0 > 0 and y(0) = y0 > 0.
All compartments and parameters are given in
Table 1 and Table 2.

Table 1. Variables used in the sys-
tems and their meanings.

Variables used
in the systems

Meaning

x(t) Not sterilized dog population
y(t) Sterilized dog population
N(t) Total population

Table 2. Parameters and their meanings.

Parameters Meaning
β Annual sterilization rate
µ Annual natural mortality rate
θ The annual death rate due

to illness, hunger and other
causes

K Carrying capacity ratio
r Annual growth rate

Definition 1. [10] Let f(t) be a function that
can be continuously differentiable n times. The
value of the function f(t) for the value of α that
satisfies the condition n−1 < α < n. The Caputo
fractional derivative of α−th order f(t) is defined
by

Dα
t f(t) =

1

Γ(n− α)

∫ n

a
(t− x)(n−α−1)fn(x)dx.

(8)

Definition 2. [23] Given a function a function
φ(t), the fractional integral with order α > 0 is
given by Abdel’s formula as

Iαt φ(t) =
1

Γ(α)

∫ x

0
(x− t)(α−1)φ(t)dt, x > 0. (9)

Definition 3. [24] The Mittag-Leffler function
of one variable is (λ ̸= 0, z ∈ C : Re(α) > 0):

Eα(λ, z) = Eα(λz
α) =

∞∑
k=0

λkzαk

Γ(1 + αk)
. (10)

2. Stability analysis

2.1. Perturbation and the Equilibrium
Points

Let us consider the system.

Dα
t x (t) = f (x (t) , y (t))

= rx (t)
(
1− x(t)

K

)
−

(µ+ β + θ)x (t) ,
Dα

t y (t) = g (x (t) , y (t)) = βx (t)−
(µ+ θ) y (t) .

(11)

To discuss the stability of system (11), we perturb
the equilibrium point by adding εi (t) > 0, i =
1, 2 such as

x (t)− x = ε1(t) > 0 and y (t)− y = ε2(t) > 0.
(12)

Thus, we have

Dα
t ε1 (t) ≃ f (x,y)+

∂f (x,y)

∂x
ε1 (t)+

∂f (x,y)

∂y
ε2 (t) ,

and

Dα
t ε2 (t) ≃ g (x,y)+

∂g (x,y)

∂x
ε1 (t)+

∂g (x,y)

∂y
ε2 (t) .

Using f (x,y) = g (x,y) = 0, we get a linearized
system about (x,y) as

Dα
t Z = JZ (13)

where Z = (ε1 (t) , ε2 (t) ) and J is the Jacobian
matrix evaluated at (x,y) ,

J =

(
∂f(x,y)

∂x
∂f(x,y)

∂y
∂g(x,y)

∂x
∂g(x,y)

∂y

)
. (14)

C is the diagonal matrix of J given by

C =

(
λ1 0
0 λ2

)
, (15)

where from B−1JB = C, B represents the eigen-
vectors of J and λi, i = 1, 2 are the eigenvalues.
Therefore, we get

{
Dα

t η (t) = λ1η1
Dα

t η (t) = λ2η2
, (16)

where η =

(
η1
η2

)
and η = B−1Z ,whose so-

lutions are given by the following Mittag-Leffler
functions:

η1 (t) =
∞∑
n=0

(λ1)
ntnα

Γ (nα+ 1)
η1 (0) = Eα (λ1t

α) η1(0)

(17)
and

η2 (t) =

∞∑
n=0

(λ2)
ntnα

Γ (nα+ 1)
η2 (0) = Eα (λ2t

α) η2 (0)

(18)
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Using the result of [25], if |arg (λi)| > απ
2 , i =

1, 2, then η1 (t) and η2 (t) are decreasing; conse-
quently, ε1(t) and ε2(t) are decreasing. For the ex-
istence of (ε1 (t) , ε2(t) ) in (13), if the solution of
(13) increases, then the equilibrium point (x, y)
is unstable; otherwise, if (ε1 (t) , ε2(t) ) decreases,
then (x, y) is locally asymptotically stable.

The equilibrium points of system (12) are

Extinction of the habitat :

Λ1 = (0, 0) ,

Non-sterilized stray dog population:

Λ2 =

(
K (r − µ− θ)

r
, 0

)
for r > µ+ θ and β = 0,

Sterilized dog population system (Co-existing):

Λ3 =

(
K (r − µ− β − θ)

r
,
Kβ (r − µ− β − θ)

r (µ+ θ)

)
for r > µ+ θ + β and β > 0.

2.2. Stability analysis of the equilibrium
points

The Jacobian matrix of system (11) around an
equilibrium point is as follows;

J (x, y) =

(
r − 2rx

K − (µ+ β + θ) 0
β − (µ+ θ)

)
.

(19)

For Λ1 = (0, 0) , we have the characteristic equa-
tion

(r − (µ+ β + θ)− λ1) (− (µ+ θ)− λ2) = 0
=⇒ λ1 = r − (µ+ β + θ) and λ2 = − (µ+ θ) .

(20)

Theorem 1. Let Λ1 = (0, 0) be the extinction
point of system (11). Then, the following state-
ments are true:

(i) If r < µ+β+θ, then the equilibrium point
Λ1 is local asymptotic stable.

(ii) If r > µ+β+θ, then the equilibrium point
Λ1 is an unstable saddle point.

Proof. Since λ2 = − (µ+ θ) < 0, we consider the
conditions of the eigenvalue λ1, which is negative
if r < µ + β + θ, and positive if r > µ + β + θ.
This completes the proof.

Remark 1. Humans should never act with the
intent of eradicating a species. Here we noticed
that if the sterilization rate and the non-natural
causes of death for the stray dogs are more signif-
icant than the growth rate, then population extinc-
tion happens. The unstable case of the equilibrium
point Λ1 is when the growth rate of the population
is greater than the sterilization and death rates.

The following scenario considers the case that
sterilization is not applied, which means that only
one compartment would exist, which is the x(t)
compartment.

The characteristic equation of Λ2 is

(2µ+ 2θ − r − λ1) (− (µ+ θ)− λ2) = 0
=⇒ λ1 = 2µ+ 2θ − r and λ2 = − (µ+ θ) .

(21)

Theorem 2. Let Λ2 =
(
K(r−µ−θ)

r , 0
)

be the

equilibrium point of the non-serialized dog popu-
lation of system (11). Then the following state-
ments are true.

(i) If r > 2µ+2θ, then Λ2 is local asymptotic
stable.

(ii) If µ + θ < r < 2µ + 2θ, then Λ2 is an
unstable saddle point.

Proof. From the definition of the equilibrium
point, we obtained that Λ2 exists for r > µ + θ
and β = 0. Moreover, λ2 < 0. Considering the
conditions for the eigenvalue λ1, we obtain that
Λ2 is locally stable if r > 2µ + 2θ, and Λ2 is a
saddle point if µ+θ<r < 2µ+2θ. This completes
the proof.

Remark 2. It is seen from Theorem 2 that the
stray dog population would exist as single species
if there is no sterilization and the growth rate of
the species is greater than the death rate. The
instability of the population exists if non-natural
death causes increase.

We analyze the characteristic equation around the
equilibrium point to consider the co-existing case
of both sterilized and non-sterilized dog popula-
tions. Λ3, which is obtained as follows;

(2 (µ+ θ + β)− r − λ1) (− (µ+ θ)− λ2) = 0
=⇒ λ1 = 2 (µ+ θ + β)− r and λ2 = − (µ+ θ) .

(22)

Theorem 3. Let Λ3 be the co-existing (positive)
equilibrium point of system (11). Then the fol-
lowing statements hold.

(i) If r > 2 (µ+ θ + β), then Λ3 is local as-
ymptotic stable.

(ii) If µ+ θ + β < r < 2 (µ+ θ + β), then Λ3

is an unstable saddle point.

Proof. The co-existing (positive) equilibrium
point exists for r > µ + θ + β and β > 0. More-
over, we obtained λ2 = − (µ+ θ) < 0. There-
fore, we have to analyze the eigenvalue λ1 to
discuss the stability conditions. It can be seen
that if r > 2 (µ+ θ + β) , then both compart-
ments show local stability in the system, and if
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µ+θ+β<r < 2 (µ+ θ + β) , then we have an un-
stable saddle point around the equilibrium point
Λ3. This completes the proof.

Remark 3. A second compartment related to x(t)
exists if β > 0. This is the rate of sterilization
from Theorem 3 we obtained that both compart-
ments represent stable behavior if the growth rate
of the non-sterilized dog population is greater than
the sterilization rate and the death of non-natural
causes. At the same time, it is unstable if the
sterilization rate and the non-natural causes in-
crease.

3. Existence and uniqueness

Considering system (11) and the initial conditions
x (0) > 0 and y(0) > 0, the initial value problem
can be written such as

Dα
t V (t) = AV (t)+x (t)BV (t), t ∈ [0, T ], (23)

where, V (t) =

[
x(t)
y(t)

]
and V (0) =

[
x(0)
y(0)

]
.

Let us assume that x (t) > 0 and y (t) > 0, when
t > σ ≥ 0. In this case, the IVP can be written as

Dα
t V (t) =

[
r − (µ+ β + θ) 0

β − (µ+ θ)

] [
x (t)
y (t)

]
+x (t)

[
− r

K 0
0 0

] [
x(t)
y(t)

]
. (24)

Definition 4. [21] Assume that C∗[0, T ] is
the class of continuous column vector V (t),
whose components x (t) , y(t) ∈ C[0, T ] is the
class of continuous functions on [0, T ]. The
norm of V (t) ∈ C∗[0, T ] is given by ∥V ∥ =
supt

∣∣e−Ntx(t)
∣∣+ supt

∣∣e−Nty(t)
∣∣. When t > σ ≥

0, we write C∗
σ[0, T ] and Cσ[0, T ].

Definition 5. [21] V (t) ∈ C∗[0, T ] is a solution
of the IVP in system (11) if the following (i) and
(ii) hold.

(i) (t, V (t)) ∈ M, t ∈ [0, T ],
where M = [0, T ]×H,
H = {(x (t) , y (t) : |x(t)| ≤ a, |y(t)| ≤ b)}

(ii) V (t) satisfies (23).

Theorem 4. Let V (t) ∈ C∗[0, T ] be a solution of
the IVP given in (23). Then V (t) is has unique

solution for (23) if 0 ≤ (A+aB)
Nα < 1.

Proof. Let us write

I1−α d

dt
V (t) = AV (t) + x (t)BV (t) . (25)

Operating with Iα , we obtain

V (t) = V (0) + Iα {AV (t) + x (t)BV (t)} . (26)

Now, let F : C∗[0, T ] → C∗[0, T ] be defined by

FV (t) = V (0) + Iα {AV (t) + x (t)BV (t)} .
(27)

Then,

e−Nt ∥FV − FU∥
= e−Nt {Iα {A (V (t)− U(t))

+x(t)B (V (t)− U(t))}}
≤ 1

Γ(α)

∫ t
0 (t− s)α−1e−N(t−s)(V (s)− U(s))

e−Ns(A+ aB)ds

≤ A+aB
Nα ∥V − U∥

∫ t
0

(t−s)α−1

Γ(α) ds.

This implies that ∥FV − FU∥ ≤ (A+aB)
Nα ∥V − U∥.

If we choose Nα such that Nα > A+aB, then we
obtain ∥FV − FU∥ ≤ ∥V − U∥ , and the operator
F given in (27) has a unique fixed point.

Consequently, (26) has a unique solution V (t) ∈
C∗ [0, T ] . From (26), we have

V (t) = V (0) +
tα

Γ (α+ 1)
(AV (0) + x (0)BV (0))

+Iα+1
{
AV ′ (t) + x′ (t)BV (t) + x (t)BV ′(t)

}
,

and

dV (t)

dt
=

tα−1

Γ (α)
(AV (0) + x (0)BV (0))

+Iα
{
AV ′ (t) + x′ (t)BV (t) + x (t)BV ′ (t)

}
,

=⇒ e−NtdV (t)

dt
= e−Nt

{
tα−1

Γ (α)
(AV (0)

+x (0)BV (0)) + Iα
{
AV ′ (t) + x′ (t)BV (t)

+x (t)BV ′ (t)
}}

,

from which, we can deduce that V ′(t) ∈
C∗

σ[0, T ]. Thus, we have

dV (t)

dt
=

d

dt
Iα (AV (t) + x (t)BV (t))

=⇒ I1−αdV (t)

dt
= I1−α d

dt
Iα (AV (t) + x (t)BV (t)) ,

=⇒ Dα
t V (t) = AV (t) + x (t)BV (t) ,

and V (0) = V0. Therefore, this IVP is equivalent
to the initial value problem in (23).

4. Generalized Euler method

In this study, we used the Generalized Euler
method to solve the initial value problem with the
Caputo fractional derivative. Many mathemat-
ical models are composed of nonlinear systems,
and solutions to these systems can be challeng-
ing. Analytical solutions cannot be found in most
cases, and a numerical approach should be consid-
ered. One such approach is the Generalized Euler
method [25]. Let Dα

t y (t) = f(t, y (t) , y (0) = y0,
0 < α ≤ 1, 0 < t < α be the initial value prob-
lem. Let [0, a] be the interval we want to find
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the problem’s solution. For convenience, subdi-
vide the [0, a] into n sub-intervals [tj , tj+1], where
h = a

n and j = 0, 1, . . . , n − 1.Suppose that

y (t) , Dα
t y (t) and D2α

t y(t) are continuous in the
range [0, a]. Using the generalized Taylor’s for-
mula, the following equality is obtained [25,26];

y (t1) = y (t0) +
hα

Γ (α+ 1)
f (t0, y (t0)) . (28)

This process will be repeated to create an array.
Let tj+1 = tj + h for j = 0, 1, . . . , n − 1. The
generalized formula is given as follows;

y (tj+1) = y (tj) +
hα

Γ (α+ 1)
f (tj , y (tj)) . (29)

For every k = 0, 1, . . . , n − 1 with step size h,
we get

xk+1 = xk +
hα

Γ(α+1){
rxk

(
1− xk

K

)
− (µ+ β + θ)xk

}
,

yk+1 = yk +
hα

Γ(α+1) {βxk − (µ+ θ) yk} .
(30)

4.1. Local and global stability of the
discretisized system

System (11) is discretized as (30) to analyze the
dynamical effect of the habitat for sterilized and
non-sterilized stray dogs in discrete time. The
equilibrium points are the same as obtained in
Section 2.

The Jacobian matrix of system (30) around the
equilibrium point (x, y) is obtained, such as

J ((x, y)) =

 1 +
hα(r−(µ+β+θ)− 2rx

K
)

Γ(α+1) 0
hαβ

Γ(α+1) 1− hα(µ+θ)
Γ(α+1)

 .

(31)

The eigenvalues of (4.4) are local asymptotic sta-
ble if |λ1| < 1 and |λ2| < 1. The saddle point ex-
ists for the condition if the absolute value of one of
the eigenvalues is greater than 1. Thus, Theorem
4.1-Theorem 4.3. is given without proof.

Theorem 5. Let Λ1 be the equilibrium point of
system (30). The following statements hold:

(i) If r < µ+β+θ, then the equilibrium point
Λ1 is local asymptotic stable.

(ii) If r > µ+β+θ, then the equilibrium point
Λ1 is an unstable saddle point.

Theorem 6. Let Λ2 =
(
K(r−µ−θ)

r , 0
)

be the

equilibrium point of the non-serialized dog popu-
lation of system (30). Then the following state-
ments are true.

(i) If r > 2µ+2θ, then Λ2 is local asymptotic
stable.

(ii) If µ + θ < r < 2µ + 2θ, then Λ2 is an
unstable saddle point.

Theorem 7. Let Λ3 be the co-existing (positive)
equilibrium point of system (30). Then the fol-
lowing statements hold.

(i) If r > 2 (µ+ θ + β), then Λ3 is local as-
ymptotic stable.

(ii) If µ+ θ + β < r < 2 (µ+ θ + β), then Λ3

is an unstable saddle point.

Theorem 8. Let Theorem 5.-(i) holds and as-
sume that βxk < (µ+ θ) yk, k = 0, 1, 2, . . . .
If

h1 <

{
2xkΓ (α+ 1)

rK−1xk2 + xk (µ+ θ + β − r)

} 1
α

and

h2 <

{
2ykΓ (α+ 1)

(µ+ θ) yk − βxk

} 1
α

,

then the Λ1 is global asymptotic stable.

Proof. We define the Lyapunov functions W (xk)

and W̃ (yk) such as

W (xk) = (xk − x)2 and W̃ (yk) = (yk − y)2,
(32)

k = 0, 1, 2, . . . The change along the solution
of the first equation in system (4.3) around the
equilibrium point Λ1 is;

∆W (xk) = W (xk+1)−W (xk)

= (xk+1)
2 − (xk)

2

= (xk+1 − xk) (xk+1 + xk) .

From Theorem 5.(i), we obtain that

−xk = hα

Γ(α+1){
− rxk

2

K + (r − (µ+ β + θ))xk

}
< 0.

(33)
Moreover,

xk+1 + xk = 2xk +
hα

Γ(α+1){
rxk

(
1− xk

K

)
− (µ+ β + θ)xk

}
> 0

if h1 <
{

2xkΓ(α+1)
rK−1xk

2+xk(µ+θ+β−r)

} 1
α
. Thus, we ob-

tain the condition for ∆W (xk) < 0.

Similarly,

∆W̃ (yk) = W̃ (yk+1)− W̃ (yk)

= (yk+1)
2 − (yk)

2

= (yk+1 − yk) (yk+1 + yk) .

Computations showed that ∆W̃ (yk) < 0, if

h2 <

{
2ykΓ (α+ 1)

(µ+ θ) yk − βxk

} 1
α

,

where βxk < (µ+ θ) yk, for k = 0, 1, 2, . . . This
completes the proof.

Theorem 9. and Theorem 10. have similar steps
as Theorem 8 and therefore they will be omitted.
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Theorem 9. Let Theorem 6.-(i) holds and as-

sume that xk ∈
(
K(r−µ−θ)

r , (µ+θ)yk
β

)
, k =

0, 1, 2, . . . . If

h1 <

 2
(
xk − K(r−µ−θ)

r

)
Γ (α+ 1)

rK−1xk2 + xk (µ+ θ + β − r)


1
α

and

h2 <

{
2ykΓ (α+ 1)

(µ+ θ) yk − βxk

} 1
α

,

then the Λ2 is global asymptotic stable.

Theorem 10. Let Theorem 7.-(i) holds and as-

sume that xk ∈
(
K(r−µ−β−θ)

r , (µ+θ)yk
β

)
and yk >

Kβ(r−µ−β−θ)
r(µ+θ) , k = 0, 1, 2, . . . . If

h1 <

2
(
xk − K(r−µ−β−θ)

r

)
Γ (α+ 1)

rK−1xk2 + xk (µ+ θ + β − r)


1
α

and

h2 <

2
(
yk − Kβ(r−µ−β−θ)

r(µ+θ)

)
Γ (α+ 1)

(µ+ θ) yk − βxk


1
α

,

then the Λ3 is global asymptotic stable.

4.2. Semi-cycle analysis of positive
solutions

In this section, we analyze the conditions of the
semi-cycle of every oscillatory solution of system
(30).

The definition is given for a different equation

xn+1 = f (xn, xn−1)

and will be proven for a system constructed in
(30).

From [27], a positive semi-cycle of a solution
{xn}∞n=−1 of xn+1 = f (xn, xn−1) consists of a
“string” of terms {xk, xk+1, . . . , xm}, all greater
than or equal to the equilibrium point x, with
k ≥ −1 and m ≤ ∞ , such that

either k = −1 or k > −1 and xk−1 < x

and

either m = ∞ or m < ∞ and xm+1 < x.

A negative semi-cycle of a solution {xn}∞n=−1 of
xn+1 = f (xn, xn−1) consists of a “string” of
terms {xk, xk+1, . . . , xm}, all less than the equi-
librium point x, with k ≥ −1 and m ≤ ∞ , such
that

either k = −1 or k > −1 and xk−1 ≥ x

and

either m = ∞ or m < ∞ and xm+1 ≥ x.

Theorem 11. [31] Assume that f ∈
C [(0, ∞)× (0, ∞) , (0, ∞) ] and that f(x, y) is
decreasing in both arguments. Let x be a positive
equilibrium point of xn+1 = f (xn, xn−1) . Then
every oscillatory solution of the difference equa-
tion xn+1 = f (xn, xn−1) has a semi cycle of the
length at most two.

Let system (30) be denoted as{
f(x, y) = x+ hα

Γ(α+1){rx(1−
x
K )− (µ+ β + θ)x},

g (x, y) = y + hα

Γ(α+1) {βx− (µ+ θ) y} .
(34)

Then, the following theorem can be obtained from
Theorem 11.

Theorem 12. Assume that {(xk, yk)}∞k=0 is a
positive solution to the system (30). If

h <
(

µ+θ
Γ (α+1)

)− 1
α

<
(
2r(µ+θ)+βK[r−(µ+β+θ)]

Γ (α+1)(Kβ+2r)

)− 1
α

and

(Γ (α+1)h−α+r−(µ+β+θ))K
2r < x

< µ+θ−Γ (α+1)h−α

β ,

where r > µ + β + θ > βK(µ+β+θ)
µ+β+βK , every oscilla-

tory solution of system (30) has a semi-cycle of
length at most two.

Proof. The first derivative of (30) to the first
equation concerning x is decreasing, if

1 +
hα

Γ (α+ 1)

{
r − (µ+ β + θ)− 2rx

K

}
< 0,

(35)

which holds for
(Γ(α+1)h−α+r−(µ+β+θ))K

2r < x,
where r > µ+ β + θ.

On the other side, the first derivative of (30) to
the second equation concerning y, while x is fixed
is decreasing, if

1 +
hα

Γ (α+ 1)
{βx− (µ+ θ)} < 0, (36)

which holds for x < µ+θ−Γ(α+1)h−α

β , where

h <

(
µ+ θ

Γ (α+ 1)

)− 1
α

.

Considering both conditions of (35) and (36), we
obtain

(Γ(α+1)h−α+r−(µ+β+θ))K
2r < x

< µ+θ−Γ(α+1)h−α

β ,

(37)
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where

h <
(

µ+θ
Γ(α+1)

)− 1
α

<
(
2r(µ+θ)+βK[r−(µ+β+θ)]

Γ(α+1)(Kβ+2r)

)− 1
α
,

(38)

and r > µ + β + θ > βK(µ+β+θ)
µ+β+βK . This completes

the proof.

5. Numerical simulation of fractional
dog population model

This section will show the numerical simulation
and graphics of the fractional dog population
model. Using the Generalized Euler method, we
get the numerical simulation of the dynamical be-
havior of the constructed model [11]. Turkey has
an average of 10 million dogs, of which 1,300,000
are sterilized [29]. The initial conditions and pa-
rameters a given, such as
x(0) = 8.700.000, y(0) = 1.300.000, β = 0.15, µ =
0.01, θ = 0.05, r = 0.02,K = 107 with a step size
of h = 0, 1. Hence the Euler method, we obtain
the following;

Table 3. The values of x(t), y(t) and
N(t) at time t and α = 1.

t x(t) y(t) N(t)
0 8700000,00 1300000,00 10000000,00
1 8527300,00 1422700,00 9863572,00
2 8358226,70 1542073,30 9731314,11
3 8192703,93 1658194,26 9602943,31
4 8030657,15 1771135,65 9478200,81
5 7872013,35 1880968,69 9356849,72
6 7716701,07 1987763,08 9238672,96
7 7564650,35 2091587,02 9123471,50
8 7415792,69 2192507,25 9011062,55
9 7270061,04 2290589,10 8901278,24

10 7127389,76 2385896,48 8793964,14
11 6987714,58 2478491,95 8688978,14
12 6850972,57 2568436,71 8586189,35
13 6717102,15 2655790,68 8485477,12
14 6586043,00 2740612,47 8386730,12

Table 4. The values of x(t), y(t) and
N(t) at time t and α = 0.9.

t x(t) y(t) N(t)
0 8700000,00 1300000,00 10000000,00
1 8473941,27 1460610,33 9821420,15
2 8254096,53 1615520,71 9649946,47
3 8040294,94 1764897,91 9484953,02
4 7832370,41 1908904,04 9325883,28
5 7630161,37 2047696,68 9172241,56
6 7433510,71 2181428,98 9023585,59
7 7242265,66 2310249,85 8879520,20
8 7056277,61 2434303,97 8739691,67
9 6875402,06 2553732,01 8603782,95

10 6699498,47 2668670,68 8471509,53
11 6528430,18 2779252,86 8342615,67
12 6362064,27 2885607,71 8216831,25
13 6200271,47 2987860,76 8094068,93
14 6042926,09 3086134,01 7974021,67

Table 5. The values of x(t), y(t) and
N(t) at time t and α = 0.8.

t x(t) y(t) N(t)
0 8700000,00 1300000,00 10000000,00
1 8406124,65 1508792,73 9767846,98
2 8122750,85 1707952,60 9547619,77
3 7849503,32 1897846,02 9337967,56
4 7586020,22 2078826,05 9137731,77
5 7331952,60 2251232,94 8945915,68
6 7086964,01 2415394,56 8761659,43
7 6850730,02 2571626,81 8584219,21
8 6622937,77 2720234,13 8412950,08
9 6403285,62 2861509,83 8247291,47
10 6191482,66 2995736,55 8086755,09
11 5987248,42 3123186,59 7930914,72
12 5790312,43 3244122,35 7779397,56
13 5600413,89 3358796,62 7631876,92
14 5417301,32 3467452,95 7488065,96

Figure 1. The graph of the change
of the x(t), y(t) Compartment model
and the N population with respect to
time for α = 1.

Figure 2. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 0.9.
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Figure 3. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 0.8.

In Table 3, Table 4, and Table 5, the changes in
the x(t),y(t) compartments and the N(t) popu-
lation are observed for different states of α. Ac-
cording to the graphs above, we can make the
following comments. It is observed that
According to the graphs above, we can make the
following comments.

• The number of dogs that have not been
neutered will decrease over time (Fig-1).

• The number of neutered dogs will increase
over time (Fig-2).

• The number of dogs in the population will
decrease slowly over time (Fig-3).

5.1. Cases According to the Sterilization
Rate

Case1. The number of spayings performed in
the dog population must be kept at an acceptable
level. If the annual sterilization rate β = 0.5 is
taken, the following graphs are obtained.

Figure 4. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 1.

Figure 5. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 0.9.

Figure 6. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 0.8.

In the above figures, we observe the following
highlights:

• It is observed that the number of non-
neutered dogs will decrease over time and
become less than the number of neutered
dogs (Fig-4).

• It is observed that the number of neutered
dogs will increase over time and become
more significant than the number of non-
neutered dogs (Fig-5).

• It is observed that the number of dogs in
the population will decrease slowly over
time (Fig-6).

Case2. If the annual sterilization rate β = 0.05
is taken, the following graphs are obtained.
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Figure 7. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 1.

Figure 8. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 0.9.

Figure 9. The graph of the change
of the x(t), y(t) compartment model
and the N(t) population with respect
to time for α = 0.8.

In the above figures, we observe the following
highlights:

• It is observed that the number of non-
neutered dogs decreases slowly over time
and progresses steadily (Fig-7).

• It is observed that the number of neutered
dogs increases slowly over time and pro-
gresses steadily (Fig-8.

• It is observed that the number of dogs in
the population progresses steadily, slowly
decreasing over time (Fig-9).

6. Discussion

Over 10 million stray dogs are thought to exist
in Turkey. Within ten years, it is predicted that
there will be 60 million dogs without owners [29].
These numbers will inevitably lead to a rise in
unattended dogs, dramatically raising the risk of
unattended dog attacks that result in fatalities,
serious injuries, and security issues. The attack
on the unclaimed dogs resulted in numerous per-
sons’ death or severe injury. This study under-
took the necessary analysis and demonstrated the
significance of the sterilization method for man-
aging the dog population. Our findings highlight
the significance of managing the dog population
and building up and implementing the mathemat-
ical model.
In order to promote the health and well-being of
both dogs and people, dog population manage-
ment tries to alter the indicators of population
dynamics (cutting unintended births and aban-
donments, enhancing preventive treatment, and
immigration control) [30]. Local sensitivity was
examined by Baquero et al. (2016), who discov-
ered that male and female sterilization have com-
parable effects [31]. Female animal sterilization is
more effective than male animal sterilization, ac-
cording to Amaku et al. (2010), and this activity
depends on the size of the beginning population,
the pace of growth, the rate of sterilization, and
the timing of reproductive control [1].
The natural death rate, growth rate, sterilization
rate, and carrying capacity of dogs were assessed
while the dog population model was being devel-
oped. The logistical growth model was considered
when creating the dog population model. Trans-
portation capacity is one of the most valuable
variables in simulations of dog population mod-
els. Neutering will no longer affect dogs as much
as there will be more of them. Therefore, it is
crucial to maintain population control.
Our findings highlight the significance of steril-
ization for managing the dog population. For ex-
tended periods, population dynamics-related fac-
tors will not have a single value. The model’s
parameters fall inside a reasonable range of val-
ues from a biological perspective and will become
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more variable.
Concerning the interactions between populations
of owned and stray dogs, the revised model al-
lowed us to incorporate the effects of several fac-
tors on dog population dynamics. Thanks to our
selected parameters, we could determine how the
population number has changed. The impact of
characteristics relating to natural mortality and
transit capacity has also been considered in a
more detailed model, and the impact of prospec-
tive interventions in the future sterilizing process
has been quantified. The variance in the logisti-
cal growth model and the sterilization rate have
demonstrated the possible effects of sterilization.
The dynamics of the population will alter if the
carrying capacity changes. This will impact the
dynamics of leaving possessed dogs behind. Ster-
ilization techniques and abandonment prevention
will reduce population variance.
Our model enables us to get crucial knowledge re-
garding the dog population in the future through
the neutering tactics of male and female dogs.
Sustainable political, sanitary, moral, ethical, eco-
logical, and human policies are needed to manage
stray dog numbers on a social and environmental
level. Such actions, like zoonoses like rabies and
leishmaniasis control, should benefit animals and
community members. Our findings show how cru-
cial human variables are to the planning and ex-
ecution of population control initiatives. The na-
tion’s governments benefit significantly from dog
population models in their dog management ini-
tiatives.

7. Conclusions

In order to discuss the population of stray dogs,
a new model of differential equations with fractal
orders is constructed in this paper. The Routh-
Hurwitz Criteria were used to analyze the equilib-
rium point’s local stability. We applied the Gener-
alized Euler Method to demonstrate the system’s
dynamical behavior in discrete time. This dis-
cretization technique proved the global and semi-
cycle analyses. After the study, we use actual
data to illustrate our findings and demonstrate
how they align with our theoretical predictions.
According to the graphs, the number of unsteril-
ized dogs would gradually decline over time, the
number of sterilized dogs would increase, and the
overall number would gradually decline. The ster-
ilization rate for the dog population was plotted
and interpreted with β = 0.05 and β = 0.5. For
the population of stray dogs, dog population mod-
els are particularly crucial. This was done using
a mathematical model of controlling the dog pop-
ulation.

Figures 1-3 show that for β = 0.15, there is a
regulated decline in the dog population due to
neutering and natural causes. After around 43
years, if the sterilization rate stays constant, more
neutered dogs will than unneutered dogs. After
the fiftieth year, the population is anticipated to
decline quickly. The drop in each compartment
will be more pronounced with an increase in the
parameter α. The number of dogs in each com-
partment reduced more quickly when the neuter-
ing rate was raised to β = 0.5 (see Fig. 4-6).
After 50 years, it is anticipated that the popula-
tion will start to decline quickly in this circum-
stance. The drop in each compartment will be
more pronounced with an increase in the param-
eter. The number of dogs in each compartment
was observed to drop more quickly as the neuter-
ing rate rose (see Fig. 4-6). In this scenario, af-
ter roughly 31 years, there will be more neutered
dogs than unneutered canines in the population,
rapidly reducing the overall population. In this
situation, the dog’s extinction in the nation may
one day be in jeopardy.
As a result, limiting the number of dogs in areas
where people congregate is essential. Sterilization
is the most ethical way to go about doing this.
Despite this, sterilization must be carried out at
a specific rate. In the absence of such measures,
either the dog population will grow out of control
or face extinction. The results of the model sug-
gested in this article show that the value β should
be maintained at or close to 0.1 to maintain the
current dog population.

References

[1] Amaku, M., Dias, R.A. & Ferreira, F. (2010).
Dynamics and control of stray dog populations.
Mathematical Population Studies, 17 (2), 69-78.

[2] Fournier, A. & Geller, E. (2004). Behavior anal-
ysis of companion-animal overpopulation: a con-
ceptualization of the problem and suggestions for
intervention. Behavior and Social Issues, 68, 51-
68.

[3] Thirthar, A. A., Majeed, S. J., Shah, K., & Ab-
deljawad, T. (2022). The dynamics of an aquatic
ecological model with aggregation, fear and har-
vesting effect. AIMS Mathematics, 7(10), 18532-
18552.

[4] Thirthar, A. A., Panja, P., Khan, A., Alqudah,
M. A., & Abdeljawad, T. (2023). An ecosys-
tem model with memory effect considering global
warming phenomena and an exponential fear
function. Fractals, 31(10), 1-19.

[5] Thirthar, A. A. (2023). A mathematical mod-
elling of a plant-herbivore community with ad-
ditional effects of food on the environment. Iraqi
Journal of Science, 64(7),3551-3566.



A Fractional-order mathematical model to analyze the stability and develop a sterilization strategy . . . 145

[6] Yousef, A. & Bozkurt Yousef, F. (2019). Bi-
furcation and stability analysis of a system of
fractional-order differential equations for a plant-
herbivore model with Allee effect. Mathematics, 7
(454), 1-18.

[7] Morters, M. K., McKinley, T. J., Restif, O.,
Conlan, A. J. K., Cleaveland, S., Hampson, K.,
Whay, H. R., Damriyasa, I. M. & Wood, J.L.N.
(2014).The demography free-roaming dog popu-
lations and applications to disease and popula-
tion control. Journal of Applied Ecology, 51, 1096-
1106.

[8] Sene, N. (2022). Theory and applications of
new fractional-order chaotic system under Ca-
puto operator. An International Journal of Opti-
mization and Control: Theories and Applications
(IJOCTA), 12(1), 20-38.

[9] Kashyap, A.J., Bhattacharjee, D. & Sarmah,
H.K. (2021). A fractional model in exploring the
role of fear in mass mortality of pelicans in the
Salton Sea. An International Journal of Opti-
mization and Control: Theories and Applications
(IJOCTA), 11(3), 28-51.

[10] Podlubny, I. (1999). Fractional Differential Equa-
tions. Academy Press, San Diego CA.

[11] Nunes, C. M., de Lima, V. M. F., de Paula, H.
B., Perri, S. H. V., de Andrade, A. M., Dias, F.
E. F., & Burattini, M. N. (2008). Dog culling and
replacement in an area endemic for visceral leish-
maniasis in Brazil. Veterinary Parasitology, 153,
19-23.

[12] Linda, J.S.A. (2007). An Introduction to Math-
ematical Biology. Pearson Education Ltd., USA,
123-127.

[13] Bilgil, H., Yousef, A., Erciyes, A., Erdinç, Ü. &
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[15] Öztürk, Z., Bilgil, H., & Sorgun, E. (2023). Appli-
cation of fractional SIQRV model for SARS-CoV-
2 and stability analysis. Symmetry, 15(5), 1-13.

[16] Slater, M. R. (2001). The role of veterinary epi-
demiology in the study of free-roaming dogs and
cats. Preventive Veterinary Medicine, 48, 273-
286.

[17] Allen L. J. S. (2007). An Introduction to Mathe-
matical Biology. Department of Mathematics and
Statistics, Texas Tech University, Pearson Educa-
tion., 348.

[18] Santos Baquero, O., Amaku, M., & Ferreira, F.
(2015). capm: An R package for Companion An-
imal Population Management.
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The dislocation hyperbolic augmented Lagrangian algorithm (DHALA) is a
new approach to the hyperbolic augmented Lagrangian algorithm (HALA).
DHALA is designed to solve convex nonlinear programming problems. We
guarantee that the sequence generated by DHALA converges towards a Karush-
Kuhn-Tucker point. We are going to observe that DHALA has a slight com-
putational advantage in solving the problems over HALA. Finally, we will
computationally illustrate our theoretical results.
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1. Introduction

We are interested in the convex nonlinear pro-
gramming problem subject to inequality con-
straints, as follows

min {f(x) | x ∈ S} , (1)

where S = {x ∈ IRn | gi(x) ≥ 0, i = 1, ...,m} , f
and gi, i = 1, ...,m are real-valued functions
defined on IRn, and where the functions f and
gi, i = 1, ...,m are continuously differentiable.
The problem (1) is solved in particular by the
augmented Lagrangian methods. The method-
ology of this method consists of solving a sub-
problem, that is, minimizing an augmented La-
grangian function (this is an unconstrained opti-
mization problem), in this way, a primal solution
is obtained. Subsequently the Lagrange multipli-
ers are estimated. Some augmented Lagrangian

algorithms known in the literature are: exponen-
tial Lagrangian [1], Log-sigmoid Lagrangian [2],
nonlinear rescaling principle [3] and [4].

These augmented Lagrangian algorithms are
called nonquadratic augmented Lagrangian algo-
rithms, these algorithms are often C2 if the ob-
jective and constraints are also twice continuously
differentiable.

The quadratic augmented Lagrangian is differen-
tiable only once [5]. The hyperbolic augmented
Lagrangian algorithm (HALA) also solves the
problem (1), see [6], HALA is a nonquadratic
augmented Lagrangian. Adilson Elias Xavier in-
troduces the hyperbolic penalty function (HPF)
in [7] and the dislocation hyperbolic penalty func-
tion (DHPF) in [8]. With this last function, we
are going to propose our algorithm called disloca-
tion hyperbolic augmented Lagrangian algorithm
(DHALA).

*Corresponding Author
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This algorithm has two interesting characteristics:
the function DPF is continuously differentiable
unlike the classic quadratic penalty function, see
for example [5], and the rule for updating its mul-
tipliers naturally generates a kind of safeguards
for them.

This does not occur with other augmented La-
grangian type algorithms, i.e., to bound the mul-
tipliers, these algorithms have to generate a pro-
jection on a box, thus limiting the multipliers
(see [9]). The main contributions of our work are:

• We introduce the dislocation hyper-
bolic augmented Lagrangian algorithm
(DHALA), to solve the convex optimiza-
tion problem with constraints. We guar-
antee that the sequence generated by
DHALA converges to a Karush-Kuhn-
Tucker (KKT) point. With this new
approach, we notice that our algorithm
DHALA converges to the solution in less
time when compared to HALA (see the
computational illustration of this work).

• This algorithm is based on the dislocation
hyperbolic augmented Lagrangian func-
tion (DHALF). This function belongs to
class C∞ if the involved functions f(x)
and gi(x), i = 1, ...,m, do too.

The paper is organized as follows: Section 2
presents some basic definitions; Section 3 intro-
duces the algorithm DHALA and assurance its
convergence; Section 4 presents computational il-
lustrations of our theoretical results; Section 5
presents some conclusions of our work, and dis-
cusses idea for future work.

2. Basic results

Throughout this paper, we are interested in
studying the following optimization problem:

(P ) x∗ ∈ X∗ = argmin{f(x) | x ∈ S},
where

S = {x ∈ IRn | gi(x) ≥ 0, i = 1, ...,m},
is the convex feasible set of the problem (P)
and where the function f : IRn → IR is con-
vex, gi : IRn → IR, i = 1, ...,m, are concave
functions, assuming that f, gi are continuously
differentiable in that way, (P) is a convex opti-
mization problem. Let us consider the following
assumptions:

C1. The optimal set X∗ is nonempty, closed,
bounded and, consequently, compact.

C2. Slater constraint qualification holds, i.e.,

there exists x̂ ∈ S which satisfies gi(x̂) > 0, i =
1, ...,m.

The Lagrangian function of the problem (P), L :
IRn × IRm

+ → IR, is defined as

L(x, λ) = f(x)−
m∑
i=1

λigi(x),

where, λi ≥ 0, i = 1, ...,m, are the Lagrange
multipliers. We know that due to assumption
C2, the following results will occur: there exists
λ∗ = (λ∗

1, ..., λ
∗
m) such that the KKT conditions

hold true, i.e.,

∇xL(x
∗, λ∗) = ∇f(x∗)−

m∑
i=1

λ∗
i∇gi(x

∗) = 0,

λ∗
i gi(x

∗) = 0, i = 1, ...,m,

gi(x
∗) ≥ 0, i = 1, ...,m,

λ∗
i ≥ 0, i = 1, ...,m.

Moreover, the set of optimal Lagrange multipliers
λ∗ is denoted by

Λ∗ =

{
λ ∈ IRm

+ | ∇f(x∗)−
m∑
i=1

λi∇gi(x
∗) = 0,

x∗ ∈ X∗
}
,

which is a bounded set (and hence compact set)
due to C2. The dual function Φ : IRm

+ → IR, is
defined as follows

Φ(λ) = inf
x∈IRn

L(x, λ), (2)

and the dual problem consists of finding

(D) λ ∈ Λ∗ = argmax{Φ(λ) | λ ∈ IRm
+}.

2.1. Hyperbolic and dislocation
hyperbolic penalty function

The hyperbolic penalty algorithm (HPA) is meant
to solve the problem (P). HPA adopts the HPF
as

P (y, λ, τ) = −λy +

√
(λy)2 + τ2, (3)

where P : IR×IR+×IR++ → IR. HPF is originally
proposed in [7] and studied in [10]. This function
is a smoothing of the exact penalty function stud-
ied by Zangwill [11]. HPF is used in HALA. On
the other hand, in [8], DHPF is proposed and de-
fined as follows:

p(gi(x), λi, τ) = −λigi(x) +
√

(λigi(x))
2 + τ2 − τ,

(4)
for i = 1, ...,m, where p : IR × IR+ × IR++ → IR.
Using (4), we will introduce DHALA in the next
section.
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3. Dislocation hyperbolic augmented
Lagrangian algorithm

In this section, the are going to consider func-
tion (4) to define DHALF of problem (P) by
lH : IRn × IRm

++ × IR++ → IR,

lH(x, λ, τ) = f(x) +
m∑
i=1

p(gi(x), λi, τ)

= f(x)+

m∑
i=1

(
−λigi(x) +

√
(λigi(x))

2 + τ2 − τ

)
,

(5)
where τ > 0 is the penalty parameter. Note that
this function belongs to class C∞ if the involved
functions f(x) and gi(x), i = 1, ...,m, do too. We
can rewrite (5) as follows:

lH(x, λ, τ)

= f(x)−
m∑
i=1

τ

λigi(x)

τ
−

√(
λigi(x)

τ

)2

+ 1 + 1


(6)

= f(x)−
m∑
i=1

τ h

(
λigi(x)

τ

)
,

where the function h : IR → IR, is defined as

h(t) = t−
√

t2 + 1 + 1,

with h ∈ C∞. Henceforth, we will call the h func-
tion the dislocation hyperbolic function. Some
properties of h are:

(H1) h(0) = 0 and h′(0) = 1.

(H2) h is increasing, i.e.,

h′(t) = 1− t√
t2 + 1

> 0, ∀t ∈ IR,

where 0 < h′(t) < 2.
(H3) The h function is strictly concave, i.e.,

h′′(t) =
−1

(t2 + 1)
3
2

< 0, ∀t ∈ IR.

By (H2), we get that 0 < h′(t) < 2, which is also
a characteristic similar to log-sigmoid Lagrangian
(LST), see [2]. Now we present DHALA to solve
the convex nonlinear programming problem (P).

Algorithm DHALA:

Step 1. Let k := 0. Take initial values λ0 =
(λ0

1, ..., λ
0
m) ∈ IRm

++ and τ ∈ IR++.
Step 2. Solve the unconstrained minimization

problem:

xk+1 ∈ argminx∈IRn lH(x, λk, τ)

= argminx∈IRn

{
f(x)−

m∑
i=1

τh

(
λigi(x)

τ

)}
.

Step 3. Update the Lagrange multipliers:

λk+1
i = λk

i h
′
(
λk
i gi(x

k+1)

τ

)
, i = 1, ...,m. (7)

Step 4. If the pair (xk+1, λk+1) satisfies the stop-
ping criteria, then stop.

Step 5. k := k + 1. Go to Step 2.

The methodology of our algorithm is as follows:
in Step 2, we solve a subproblem that is uncon-
strained; in Step 3, the new Lagrange multipliers
are estimated and in Step 4, a stop condition is
considered. The only difference between (3) and
(4) is the term −τ. The word “dislocation” in our
algorithm comes specifically from this term. Let
us consider the following assumption:

C3. For every τ > 0 and λ ∈ IRm
++, the level

set
M = {x ∈ IRn | lH(x, λ, τ) ≤ α} ,

is bounded for every α < ∞.

The Assumption C3 can be verified when the
function f is strongly convex. The strong convex-
ity assumption for f is also studied in [5] and [12].

Remark 1. From (7) and (H2) we note the fol-
lowing:

λk+1
i = λk

i h
′
(
λk
i gi(x

k+1)

τ

)

= λk
i

1− λk
i gi(x

k+1)√
(λk

i gi(x
k+1))2 + τ2

 , i = 1, ...,m.

On the other hand, byC3, there exists xk+1 ∈ IRn

such that

lH(xk+1, λk, τ) = minx∈IRn lH(x, λk, τ),

∇xlH(xk+1, λk, τ) = 0 holds, i.e.,

∇f(xk+1)−
m∑
i=1

λk
i h

′
(
λk
i gi(x

k+1)

τ

)
∇gi(x

k+1) = 0.

(8)

Substituting (7) in (8), we have

∇xlH(xk+1, λk, τ) = ∇f(xk+1)−
m∑
i=1

λk+1
i ∇gi(x

k+1),

= ∇xL(x
k+1, λk+1) = 0, (9)

for any τ > 0. We observe that xk+1 and λk+1

satisfy ∇xL(x
k+1, λk+1) = 0, showing that xk+1

is the minimizer of L(x, λk+1), i.e.,

Φ(λk+1) = L(xk+1, λk+1) = min
x∈IRn

L(x, λk+1)

with
λk+1 ∈ IRm

++,
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which follows that

Φ(λk+1) = f(xk+1)−
m∑
i=1

λk+1
i gi(x

k+1). (10)

From (10), we obtain −g(xk+1)

=
(
−g1(x

k+1), · · · ,−gm(xk+1)
)T

∈ ∂Φ(λk+1),

where ∂Φ(v) = {−v : v ∈ ∂(−Φ)(λ)} is the sub-
differential of Φ(v) at v = λk+1. In the following
remark, we analyze what happens with Lagrange
multipliers depending on the type of restriction.
Let us define the following sets of indices

I0 = {i ∈ {1, ...,m} | gi(x) = 0} ,
I− = {i ∈ {1, ...,m} | gi(x) < 0} ,
I+ = {i ∈ {1, ...,m} | gi(x) > 0} .

Remark 2. Let {λk} be a sequence generated by
DHALA such that λk

i > 0, i = 1, ...,m and let
τ > 0 fixed. Let us consider the following cases:

(c1) If i ∈ I0, then at the k-th iteration
we have gi(x

k+1) = 0. Then, from (7)

and (H1), we get λk+1
i = λk

i . Thus,(
λk
i − λk+1

i

)
gi(x

k+1) = 0, ∀i ∈ I0.

(c2) If i ∈ I+, then at the k-th iteration we
have gi(x

k+1) > 0. Then, from (H3), we
have

λk
i gi(x

k+1)

τ
> 0, i = 1, ...,m,

λk
i h

′(0) < λk
i h

′
(
λk
i gi(x

k+1)

τ

)
, i = 1, ...,m.

It follows from (7) and (H1) that

λk
i > λk+1

i . Thus,(
λk
i − λk+1

i

)
gi(x

k+1) > 0, ∀i ∈ I+.

(c3) If i ∈ I−, then at the k-th iteration
we have gi(x

k+1) < 0. Then, from (7)
and following a similar approach to case
(c2), we can obtain λk

i < λk+1
i . Thus,(

λk
i − λk+1

i

)
gi(x

k+1) > 0, ∀i ∈ I−.

From the three previous cases, we can note that
we have the following(

λk
i − λk+1

i

)
gi(x

k+1) ≥ 0, i = 1, ...,m. (11)

3.1. Convergence esult

We are going to guarantee the convergence of
DHALA. This section is mainly based on [3] and
[6]. In the following result, we will demonstrate
the positivity of the updated Lagrange multipli-
ers.

Proposition 1. Let{
λk = (λk

1, ..., λ
k
m) | k = 1, 2, ...

}
⊂ IRm.

If λk ∈ IRm
++, then λk+1 ∈ IRm

++.

Proof. We can easily obtain the following, by
making λk

i > 0, i = 1, ...,m. Thus, from (H2), we
have

0 < λk
i h

′
(
λk
i gi(x

k+1)

τk

)
< 2λk

i , i = 1, ...,m,

from the inequality above and (7), we obtain

λk+1
i > 0, i = 1, ...,m.

Remark 3. From C3 and Proposition 1, we con-
clude that DHALA is well defined.

From Proposition 1, we get

0 < λk+1
i < 2λk

i , i = 1, ...,m, (12)

see Proposition 3.2.1 of [6]. Since we have (12),
(H1), (H2) and (H3), we can see that DHF has
similar properties to the Log-Sigmoid transfor-
mation (LST), see Section 3 of [2] and Section
3 of [13].

Theorem 1. Let {λk} be a sequence generated
by DHALA. The sequence {Φ(λk)} is monotone
nondecreasing for all k ∈ IN.

Proof. From the concavity of Φ(·) and since
−g(xk+1) ∈ ∂Φ(λk+1), we have

Φ(λk+1)− Φ(λk) ≥
m∑
i=1

(
gi(x

k+1)
)(

λk
i − λk+1

i

)
.

(13)

From Remark 1, it follows

λk
i − λk+1

i =

(
λk
i

)2
gi(x

k+1)√(
λk
i gi(x

k+1)
)2

+ τ2
, i = 1, ...,m.

(14)

Then, expression (14) is replaced on the right side
of inequality (13), and we get

Φ(λk+1)−Φ(λk) ≥
m∑
i=1

 (
λk
i gi(x

k+1)
)2√(

λk
i gi(x

k+1)
)2

+ τ2

 ≥ 0.

(15)

Thus, Φ(λk+1) ≥ Φ(λk).

Proposition 2. The sequence of dual objective
function values {Φ(λk)} is bounded and monotone
nondecreasing, hence it converges.

Proof. By Theorem 1, we obtain Φ(λk+1) ≥
Φ(λk), then {Φ(λk)} is a nondecreasing sequence
for all k ∈ IN and considering the weak duality
theorem, we obtain Φ(λk) ≤ Φ(λk+1) ≤ f∗, ∀k,



Dislocation hyperbolic augmented Lagrangian algorithm in convex programming 151

i.e., {Φ(λk)} is bounded from above by the opti-
mal value. Then {Φ(λk)} is convergent.

Proposition 3. The sequence {λk} generated by
the DHALA is bounded.

Proof. From C2, we know that Λ∗ is nonempty
and compact. So, one level set of Φ(·) is compact.
Then all level sets are compact, see Corollary 8.7.1
of [14]. From Proposition 2, we obtain in partic-
ular that λk ∈ Γ = {λ ∈ IRm

+ | Φ(λ0) ≤ Φ(λ)} for

all k ∈ IN. Hence, {λk} is a bounded sequence.

The following result is important to ensure the
complementarity condition.

Lemma 1. Let d > 0 and a sequence {ak} ⊂ IR+.
If

lim
k→∞

(
ak/

√
ak + d

)
= 0, then lim

k→∞
ak = 0.

Proof. See, pag. 19, Lemma 3.2.1 of [6].

The following result is similar to Proposition 4.3
of [3] and letter (c) of the Lemma 3.2 of [1], also
see [6].

Theorem 2. Let the sequences {xk} and {λk} be
generated by DHALA. Then,

lim
k→∞

(
λk
i gi(x

k)
)
= 0, i = 1, ...,m. (16)

Proof. Let be τ > 0 be fixed. Since Φ(·), is
concave and −gi(x

k+1) ∈ ∂Φ(λk+1) we have

Φ(λk) ≤ Φ(λk+1)+

m∑
i=1

(
−gi(x

k+1)
)(

λk
i − λk+1

i

)
.

Considering the inequality above and the Remark
2, we obtain

0 ≤
m∑
i=1

(
λk
i − λk+1

i

)
gi(x

k+1) ≤ Φ(λk+1)−Φ(λk).

(17)

On the other hand, by (7), we have

λk+1
i = λk

i h
′
(
λk
i gi(x

k+1)

τ

)
, i = 1, ...,m.

In the expression above, we subtract λk
i , i =

1, ...,m, and perform some operations, as follows
for all i = 1, ...,m :

λk+1
i − λk

i = λk
i h

′
(
λk
i gi(x

k+1)

τ

)
− λk

i ,

λk+1
i − λk

i = λk
i

(
h′
(
λk
i gi(x

k+1)

τ

)
− 1

)
,

λk
i − λk+1

i = λk
i

(
1− h′

(
λk
i gi(x

k+1)

τ

))
. (18)

Replacing (18) in (17), we have

0 ≤
m∑
i=1

(
λk
i

(
1− h′

(
λk
i gi(x

k+1)

τ

)))
gi(x

k+1)

≤ Φ(λk+1)− Φ(λk).

Rewriting the above:

0 ≤
m∑
i=1

(
1− h′

(
λk
i gi(x

k+1)

τ

))(
λk
i gi(x

k+1)
)

≤ Φ(λk+1)− Φ(λk). (19)

Let us verify that the series in (19) is convergent:

0 ≤
∞∑
k=1

m∑
i=1

(
1− h′

(
λk
i gi(x

k+1)

τ

))(
λk
i gi(x

k+1)
)

≤
∞∑
k=1

(
Φ(λk+1)− Φ(λk)

)
.

We notice that
∑∞

k=1

(
Φ(λk+1)− Φ(λk)

)
is a con-

vergent series (i.e., the partial sum is bounded
above), so it follows:

0 ≤
∞∑
k=1

m∑
i=1

(
1− h′

(
λk
i gi(x

k+1)

τ

))(
λk
i gi(x

k+1)
)

≤ lim
k→∞

(
Φ(λk)− Φ(λ1)

)
≤ f∗ − Φ(λ1) < ∞.

Therefore, for the test of comparison, we obtain

lim
k→∞

m∑
i=1

(
1− h′

(
λk
i gi(x

k+1)

τ

))(
λk
i gi(x

k+1)
)

= 0. (20)

We note that each term in the summation (20) is
nonnegative, thus

lim
k→∞

(
1− h′

(
λk
i gi(x

k+1)

τ

))(
λk
i gi(x

k+1)
)
= 0,

(21)
∀i = 1, ...,m.

Now, let us prove (16) similar the proof by con-
tradiction. What follows is similar argument to
Proposition 4.3 of [3]. Suppose that there exists
a subsequence (for any fixed i) U ⊂ {1, 2, ...} and
an ϵ > 0 such that

| λk
i gi(x

k+1) | ≥ ϵ > 0, ∀k ∈ U. (22)

Then from (21), we obtain{
1− h′

(
λk
i gi(x

k+1)

τ

)}
U

→ 0,

so, {
h′
(
λk
i gi(x

k+1)

τ

)}
U

→ 1.
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Since we have (H1), we obtain{
λk
i gi(x

k+1)

τ

}
U

→ 0,

thus, {
λk
i gi(x

k+1)
}
U
→ 0. (23)

We see that (23) contradicts the expression (22).
So, we get

lim
k→∞

(
λk
i gi(x

k+1)
)
= 0, i = 1, ...,m. (24)

Because Φ(·) is a concave function and from Re-
mark 2, we get

Φ(λk+1)− Φ(λk)

≥
m∑
i=1

(
gi(x

k+1)
)(

λk
i − λk+1

i

)
≥ 0. (25)

From Proposition 2 we know that {Φ(λk)} is con-
vergent, so it follows:
limk→∞

{
Φ(λk+1)− Φ(λk)

}
= 0, and from (25)

we obtain

lim
k→∞

m∑
i=1

(
gi(x

k+1)
)(

λk
i − λk+1

i

)
= 0. (26)

Since
(
gi(x

k+1)
) (

λk
i − λk+1

i

)
≥ 0 from (26) and

(24), it follows that

lim
k→∞

(
λk+1
i gi(x

k+1)
)
= 0, i = 1, ...,m. (27)

Let us consider the last assumption:

C4. The whole sequence to be
{
xk

}
is con-

vergent to x̃, where x̃ is assumed a feasible point,
i.e., gi(x̃) ≥ 0, i = 1, ...,m.

A similar assumption to C4 can also be seen
in [15]. Finally, we ensure that the subsequence
generated by the algorithm DHALA converges to
a KKT point.

Theorem 3. The convex problem (P) satisfies
C1, C2, C3 and C4. Let sequences {xk} and
{λk} be generated by DHALA. Then, any limit
point of a subsequence {xk} and {λk} is an opti-
mal solution Lagrange multiplier pair for the prob-
lem (P).

Proof. Let τ > 0 be fixed. By hypothesis,
we have that limk→∞ xk = x̄ and limk→∞ λk =
λ̄. Henceforth, we can consider the following
convergent subsequences limk→∞ xk = x̄ and
limk→∞ λk = λ̄ with k ∈ K2 ⊂ IN.

In a previous result, we ensure feasibility, i.e.,
gi(x̄) ≥ 0, i = 1, ...,m. From Proposition

1, we obtain, limk→∞ λk
i = λ̄i ≥ 0, i =

1, ...,m. Passsing the limit in (27), we have
limk→∞

(
λk
i gi(x

k)
)
= λ̄igi(x̄) = 0, ∀i = 1, ...,m.

Moreover, passing the limit in (9), we obtain

∇xL(x̄, λ̄) = ∇f(x̄)−
m∑
i=1

λ̄i∇gi(x̄) = 0.

Thus, (x̄, λ̄) satisfies the KKT conditions for all
i = 1, ...,m, and (x̄, λ̄) is a KKT point. Thus x̄ is
optimal for the problem (P) and λ̄ is a Lagrange
multiplier.

4. Computational illustration

In this section, we are going to use the algorithms
HALA and DHALA to solve the same problems.
After obtaining the results, we will observe and
comment the differences between these two algo-
rithms.

The computational results presented below were
obtained with a preliminary Fortran implemen-
tation for HALA and DHALA. The program was
compiled with the GNU Fortran compiler ver-
sion 4:7.4.0-1ubuntu2.3. The numerical Experi-
ments were conducted on a Notebook with op-
erating system Ubuntu 18.04.5, CPU i7-3632QM
and 8GB RAM. The unconstrained minimiza-
tion tasks were carried out by means of a Quasi-
Newton algorithm employing the BFGS updat-
ing formula, with the function VA13 from HSL
library [16]. The algorithm stops when the solu-
tion is viable (feasible) and the absolute value of
the difference between two consecutives solutions
is less than 10−7.
For a better understanding of our work, we are
going to present the algorithm HALA (for more
details see [6]) below:

Algorithm HALA

Step 1. Let k := 0. Take initial values λ0 =
(λ0

1, ..., λ
0
m) ∈ IRm

++ and τ ∈ IR++.
Step 2. Solve the unconstrained minimization

problem:

xk+1 ∈ argminx∈IRn LH(x, λk, τ)

= argminx∈IRn

{
f(x) +

m∑
i=1

P (gi(x), λi, τ)

}
.

Step 3. Update the Lagrange multipliers:

λk+1
i = λk

i

1− λk
i gi(x

k+1)√
(λk

i gi(x
k+1))2 + τ2

 , (28)

∀ i = 1, ...,m.
Step 4. If the pair (xk+1, λk+1) satisfies the stop-

ping criteria, then stop.
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Step 5. k := k + 1. Go to Step 2.

4.1. Test problems

The problems can be found in the book [17].

Problem 1. Problem 11 (HS11) of [17].

min
x∈IR2

f(x) = (x1 − 5)2 + x22 − 25

s.t. g1(x) = −x21 + x2 ≥ 0.

Starting with x0 = (4.9, 0.1) (not feasible)
and f(x0) = −24.98. The minimum value is
f(x∗) = −8.498464223.

Problem 2. Problem 66 (HS66) of [17].

min
x∈IR3

f(x) = 0.2x3 − 0.8x1

s.t. g1(x) = x2 − ex1 ≥ 0,

g2(x) = x3 − ex2 ≥ 0,

g3(x) = x1 ≥ 0,

g4(x) = x2 ≥ 0,

g5(x) = x3 ≥ 0,

g6(x) = 100− x1 ≥ 0,

g7(x) = 100− x2 ≥ 0,

g8(x) = 10− x3 ≥ 0.

Starting with x0 = (0, 1.05, 2.9) (feasible) and
f(x0) = 0.58. The minimum value is f(x∗) =
0.5181632741 and the optimal solution is
x∗ = (0.1841264879, 1.202167873, 3.327322322).

4.2. Results

Table 1 presents the time used by the algorithm
to converge. Both algorithms use 5 iterations to
solve problem HS11 and 12 iterations to solve
problem HS66.

Table 1. Comparison of HALA and
DHALA (time in seconds)

Problem τ HALA DHALA
HS11 0.10E-01 0.000336 0.000226
HS66 0.10E-02 0.001239 0.000759

• Example 1
• HALA:

x∗ = (0.123477247E + 01,
0.152466328E + 01),

λ∗ = 0.304888381E + 01,

f(x∗) = −0.849846350E + 01.

• DHALA:
x∗ = (0.123477247E+01, 0.152466328E+
01),

λ∗ = 0.304888381E + 01,

f(x∗) = −0.849846350E + 01.

• Example 2
• HALA:

x∗ = (0.184127435E+00, 0.120216896E+
01, 0.332732602E + 01),

λ∗ = (0.665503228E+00, 0.199999462E+
00, 0.147229064E−05, 0.345744295E−
07, 0.451311477E−08, 0.501818042E−
11, 0.512143031E−11, 0.112318220E−
08),

f(x∗) = 0.518163256E + 00.

• DHALA:
x∗ = (0.184127436E+00, 0.120216896E+
01, 0.332732603E + 01),

λ∗ = (0.665502922E+00, 0.199999546E+
00, 0.147229063E−05, 0.345744284E−
07, 0.451311477E−08, 0.501818042E−
11, 0.512254052E−11, 0.112318220E−
08),

f(x∗) = 0.518163257E + 00.

5. Conclusions

In this work, we observed that the convergence
of DHALA is similar to the convergence of
HALA. The computational illustrations show that
DHALA solves the problems in less time when
compared to HALA. Additionally both DHALA
and HALA solve the same problems in the same
number of iterations (see, Table 1). Our algo-
rithms DHALA and HALA converge to the exact
solution within the precision of the computer. A
limitation of our algorithm is that parameter τ is
fixed, despite this limitation, our algorithm con-
verges. For future work, we plan the convergence
theory of our algorithm to address multiobjec-
tive optimization problems, subsequently apply-
ing this expanded framework to the problem in-
vestigated in [18]. We are also interested in doing
a complexity analysis for our algorithm, similar
to work [19]. We also have the interest of solving
the subproblem generated by DHALA, with the
Quasi Newton algorithm studied in [20].
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In this research, the Magnetohydrodynamic flow model within a porous vessel
containing blood was examined. What makes this study intriguing is the in-
clusion of a fractional-order derivative term in the Magnetohydrodynamic flow
system equations. Fractional derivatives were chosen for their ability to en-
compass both integer and fractional-order derivatives, leading to more realistic
modeling results. The numerical solution for the partial differential equation
system was obtained using the finite differences method. Solutions were derived
using both central difference and backward difference approaches to enhance
the reliability of the results. The Grünwald-Letnikov derivative approach was
employed for the fractional derivative term, while the Crank-Nicolson method
was applied for other terms. Solutions were obtained for velocity, temperature,
and concentration profiles. Subsequently, a thorough analysis was conducted
to investigate variations in these solutions for changing values of significant
flow parameters such as Hartmann number, Grashof number, solute Grashof
number, a small positive constant, radiation parameter, Prandtl number, and
Schmidt number. Additionally, the study analyzed changes in the fractional
derivative order. Finally, the impact of flow parameters on flow in a non-
porous medium was investigated, and the results were presented graphically.
The study highlighted the significant effects of various parameters on blood
flow.
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1. Introduction

The blood vessels should allow a sufficient amount
of blood flow. However, when the vessels are
not permeable enough and the blood flow rate
changes, circulation disorders occur. As a result,
the tissues surrounding the arteries cannot be
nourished adequately, and when sufficient blood
flow is not provided, organs are damaged. For
these reasons, mathematical models known for
blood flow are crucial for biomedical researchers,
physiologists, and medical doctors [1].

When examining fluids from a fluid mechanics
perspective, blood is generally defined as a non-
Newtonian fluid. Studies have shown that blood
flow can be described as Newtonian when blood

cells are small relative to vessel diameter and the
vessels are long [2]. Non-Newtonian fluids have
variable viscosity. If the shear rate reaches a cer-
tain level, viscosity decreases and stabilizes, be-
having like a Newtonian fluid. Newtonian flu-
ids have a linear relationship between the applied
shear stress and the resulting deformation rate
(shear rate). Fluids like water, air, and oils are
examples of Newtonian fluids, and their viscosity
only changes with temperature [3].

Biomagnetic fluids are physiological fluids influ-
enced by the presence of magnetic fields. The
most characteristic biomagnetic fluid that can be
considered a magnetic fluid is blood, as it con-
tains hemoglobin molecules found in high concen-
trations, particularly in mature red blood cells,
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which are iron oxides. Nowadays, biocompatible
magnetic materials are used in magnetic hyper-
thermia, where some very special magnetic par-
ticles are pushed into the blood. One method
currently in use for treating tumors is to place
a magnet near the tumor to capture magnetic
particles in the tumor region. In the presence
of an applied magnetic field, these particles act
as heat sources. With this process, tumor treat-
ment becomes more sensitive to radiotherapy and
chemotherapy. Another application of magnets
is occlusion, which prevents agents from reaching
the tumor region, thus reducing blood flow [4].
This important field has attracted the interest of
researchers, especially in the field of biomedical
engineering and medical technology, due to its
physiological applications during surgery, reduc-
ing blood flow, separating red blood cells from
blood, and drug targeting.

Mathematical modeling is crucial for solving
problems encountered in daily life in physics and
engineering applications. Models often involve
linear and nonlinear differential equations of in-
teger order. However, in recent years, it has been
suggested that these models may be insufficient
to describe certain phenomena, and models in-
volving fractional-order derivatives may be more
realistic. Fractional calculus is considered effec-
tive in analyzing complex cases, including disease
models, and plays a significant role in incorporat-
ing material memory effects [5]. In industry, frac-
tional mathematics is preferred because it is more
successful in modeling real systems compared to
classical mathematics [6].

Fluid mechanics studies complex nonlinear sys-
tems that arise in various branches of science
and often require simplification of models. On
the other hand, research suggests that fractional-
order models may offer more accurate represen-
tations of real-life problems compared to integer-
order models [7]. Therefore, fractional differential
equations have attracted the attention of many
researchers in the 21st century.

The expression of fractional-order derivatives was
first introduced in 1695 when L’Hôpital asked
Leibniz about the meaning of Dn f for n be-
ing a fraction. Subsequently, famous mathemati-
cians such as Euler, Laplace, Fourier, Abel, Liou-
ville, Riemann, and Laurent were drawn to frac-
tional calculus [8]. Euler developed the gamma
function to use the factorial concept for ratio-
nal numbers [9]. Thus, the gamma function be-
came an important concept in fractional analy-
sis. Fractional analysis has evolved to the present

day. Thetheory of fractional differential equa-
tions be-comes one of the most interesting and at-
tractivetopics and has shown an increasing devel-
opment.Differential equations involving fractional
orderderivatives are used to model a variety of
systemshas important applied sciences and engi-
neeringaspects [10]. Modeling utilizing fractional-
order derivatives can yield more accurate results
compared to integer-order derivatives. Conse-
quently, there has been a substantial expansion
in the realm of fractional research [11]. When
electromagnetic fields are applied to fluid ma-
terials like blood, the flow behavior is affected.
Changes in blood flow and viscosity are essential
for understanding and treating certain diseases.
Various studies have investigated the effects of
magnetic fields on flow behavior and temperature
changes. For example, J.C. Misra and his col-
leagues demonstrated that as the magnetic field
strength increases, the fluid velocity decreases,
but the temperature increases [12]. M. S. Abel
and N. Mahesha showed that the combined ef-
fect of variable thermal conductivity, radiation,
and uneven heat sources significantly influences
the heat transfer rate at the boundary layer [13].
J.C. Misra and S.D. Adhikary found that blood
viscoelasticity significantly reduces flow velocity,
and wall shear stress is greatly affected by the
Reynolds number [14]. V. Nagendramma and oth-
ers explained various parameters related to fluid
velocity, temperature, and density. They showed
that as the Prandtl number increases, the temper-
ature decreases [15]. S. Maiti and his colleagues
demonstrated that fractional-degree flow models
are faster than integer-order flow models, and as
the Sc number increases, the density of blood de-
creases [16]. B. Tripathi and B. K. Sharma ex-
pressed that blood velocity is influenced by pa-
rameters, and medical doctors can take advan-
tage of these effects in surgical procedures thanks
to the magnetic field effects [17]. M. Alam and
his colleagues studied heat transfer over a two-
dimensional stretching plate with a viscoelastic
fluid property in MHD flow [18]. A. A. Raptis ex-
amined the effects of magnetic fields on flow and
the effects of porous medium permeability. It was
concluded that increasing permeability increases
the axial velocity [19]. S. Dinarvand and his col-
leagues found that as the magnetic field strength
increases, blood flow velocity decreases [20]. E.
Nader and his colleagues focused on blood vis-
cosity and investigated how changes in conditions
affect blood viscosity [21].

This study includes numerical solutions of the sys-
tem of equations resulting from the selection of
fractional-order time derivatives in an unstable
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MHD blood flow model through a porous ves-
sel. Calculations previously performed for clas-
sical derivatives (Misra et al. [22]) are obtained
here with fractional-order time derivatives, and
the results are compared with results contain-
ing integer-order derivatives for varying param-
eter values. In addition, the impact of taking the
fractional time derivative in a non-porous medium
on flow and how changes in the derivative order
affect the flow are also explored.

2. Displayed mathematical equations

Blood flow can be considered as a flow model of
fluid through a channel in fluid mechanics. Blood
has a certain viscosity and is an incompressible,
electrically conductive liquid. Blood flow occurs
in a porous medium with time-dependent perme-
ability, and this study examines the unstable hy-
dromagnetic flow of a conductive fluid. Addition-
ally, radiation is taken into account in the heat
transfer within the fluid.

In the system shown in Figure 1, there is a uni-
form magnetic field applied in a different direc-
tion than the normal flow direction of the fluid.
The magnetic Reynolds number is assumed to be
very small, so the effect of the applied magnetic
field can be neglected due to the induced magnetic
field. The properties of the fluid are assumed to
be constant except for density, which changes only
with temperature. The basic flow in the system is
a result of the buoyancy force due to the tempera-
ture difference between the inner medium and the
wall.

Figure 1. Physical sketch of problem

When t ≤ 0, it is assumed that the plate and the
fluid are at the same temperature. However, when
t > 0, the plate’s temperature is instantly raised
or lowered to the surface temperature (Tw), and
at the same time, the concentration of species is
instantly raised or lowered to the concentration of

the fluid in the plate (Cw).

∂ū

∂x̄
= 0, (1)

∂u

∂t
+ υ

∂ū

∂y
= ν

∂2u

∂y2
− νu

K
+ gβ(T − T∞)

+ gβ∗(C − C∞)− σB2
0

ρ
u, (2)

∂T

∂t
+ υ

∂T

∂y
=

k1
ρcp

∂2T

∂y2
− 1

ρcp

∂qr
∂y

, (3)

∂C

∂t
+ υ

∂C

∂y
= D

∂2C

∂ȳ2
(4)

Here, ν is the kinematic viscosity, β is the ther-
mal expansion coefficient, β∗ is the concentration-
dependent thermal expansion coefficient, T is the
temperature, T∞is the temperature of the ambi-
ent fluid, C is the concentration, C∞ is the con-
centration of the ambient fluid, B0 is the strength
of the applied magnetic field, cp is the specific
heat at constant pressure, qr is the radiative heat
flux, D is the thermal molecular diffusion, and k1
is the thermal conductivity. The term νu

K
’ in (2)

is related to the permeability of the wall. The
boundary conditions are as follows:

u = 0, T = Tw + ϵ sin(nt)(Tw − T∞), (5)

C = Cw + ϵ sin(nt)(Cw − C∞),y = 0 (6)

and

u → 0, T → T∞, C → C∞, y → ∞ (7)

The relative heat flux, using the Rosseland ap-
proximation [23], is obtained as follows:

qr = −4σ∗

3k∗
∂T 4

∂y
(8)

It is assumed that the temperature difference
within the flow is quite small. Therefore, T 4 can
be approximated as a linear function using a Tay-
lor series around the temperature T∞. In this
approximation, higher-order terms are neglected.

T 4 = 4T 3
∞T − 3T 4

∞ (9)

With equations (8) and (9), the following equality
is obtained:

∂qr
∂y

= −16σ∗T 3
∞

3k∗
∂2T 2

∂y
2 (10)

Now, let’s discuss dimensionless equations.

u =
u

υ0
, (11)

θ =
T − T∞
Tw − T∞

, (12)

ϕ =
C − C∞
Cw − C∞

, (13)
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The dimensionless coordinates are as follows:

y =
yυ0
ν

, (14)

t =
tυ20
4ν

, (15)

The dimensionless parameters are as follows:

K =
K0υ

2
0

υ2
, (16)

n =
4nν

υ20
(17)

If we substitute equations (11) - (17) into equa-
tions (2) - (4), we obtain the following system of
equations. When K is taken as the permeability
of the porous medium, the equations governing
the fluid motion are as follows:

1

4

∂αu

∂tα
+ (1 + ϵ sin(nt))

∂u

∂y
=

∂2u

∂y2
(18)

− u

K(1 + ϵ sin(nt))
+Grθ +Gmϕ−M2u,

1

4

∂αθ

∂tα
+ (1 + ϵ sin(nt))

∂θ

∂y
=

(1 +Nr)

Pr

∂2θ

∂y2
,

(19)

1

4

∂αϕ

∂tα
+ (1 + ϵ sin(nt))

∂ϕ

∂y
=

1

Sc

∂2ϕ

∂y2
(20)

The boundary conditions are defined as follows

u = 0, θ = 1 + ϵ sin(nt), ϕ = 1 + ϵ sin(nt),

nt =
π

2
, y = 0, (21)

u → 0, θ → 0, ϕ → 0, y → ∞, (22)

u0i = 0.012ih(5− ih)4, θ0i = 0.02, ϕ0
i = 0.02

(23)

Here, u represents the velocity of the fluid, θ de-
notes temperature, and ϕ represents concentra-
tion. In general, simple blood flow models con-
sider steady flow. However, in reality, the pe-
riodic nature of the cardiac cycle leads to non-
continuous pulsatile flow, and pulsatile flow has
significant effects on flow velocities and stress dis-
tributions. A time step of h = 0.025 seconds
is set, and the highest velocity for pulsatile flow
is3.072 m/s, while the lowest velocity is 0 m/s [1].

3. Numerical calculations

The finite difference approximations for the de-
rivative terms taken with respect to y in equa-
tions,(18) - (20) given above are as follows.

∂F

∂y
=

F j
i+1 − F j

i−1

2h
, (24)

∂2F
∂y2

=
F j+1
i+1 −2F j+1

i +F j+1
i−1 +F j

i+1−2F j
i +F j

i−1

h2 ,
(25)

In which F stands for u, θ, ϕ.

When dealing with fractional derivative terms
with respect to time, the Grünwald-Letnikov [24],
[25] approach is employed, while for second-order
derivative terms, the Crank-Nicolson method is
used. Additionally, both central differencing and
backward differencing methods are utilized for
first-order derivative terms. A comparison be-
tween these two methods has been conducted,
with separate graphs plotted for each method.

∂αF

∂tα
=

1

hα

m+1∑
r=0

ωα
r F

(j−r+1)
i , 0 < α < 1, (26)

ωα
i =

m+1∑
i=0

(
1−

(
α+ 1

i

))
ωα
(i−1) (i− 1) ,

ωα
0 = 1 (27)

After the adjustments were made, the finite dif-
ference scheme obtained is given below.

A1u
j+1
i−1 +B1u

j+1
i + C1u

j+1
i+1

+
1

2hα−2

(
m∑
r=2

u
(j−r+1)
i ωα

r

)
= D1ji , (28)

A2θ
j+1
i−1 +B2θ

j+1
i + C2θ

j+1
i+1

+
1

2hα−2

(
m∑
r=2

θ
(j−r+1)
i ωα

r

)
= D2ji , (29)

A3ϕ
j+1
i−1 +B3ϕ

j+1
i + C3ϕ

j+1
i+1

+
1

2hα−2

(
m∑
r=2

ϕ
(j−r+1)
i ωα

r

)
= D3ji (30)

Here, with f = 1 + ϵ sin(nt) and h as the time
step distance, it is expressed as

A1 = −fh− 2, B1 = 4 +
1

2h(α−2)
ωα
0 ,

C1 = fh− 2, (31)

A2 = −2(
1 +Nr

Pr
)− fh,

B2 = 4(
1 +Nr

Pr
) +

1

2h(α−2)
ωα
0 ,

C2 = −2(
1 +Nr

Pr
) + fh, (32)

A3 = − 2

Sc
− fh, B3 =

4

Sc
+

1

2hα−2
ωα
0 ,

C3 = fh− 2

Sc
(33)
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Additionally, it is expressed as

D1ji = −fh(uj(i+1) − uj(i−1))− 4
ujih

2

Kf
+ 2(uj(i+1)

− 2uji + uj(i−1)) + 4h2(Grθji +Gmϕj
i −M2uji )

− 1

2h(α−2)
(ωα

(m+1)u
0
i + ωα

i u
j
i ), (34)

D2ji = −fh(θj(i+1) − θj(i−1)) + 2(
1 +Nr

Pr
)(θj(i+1)

− 2θji + θj(i−1))−
1

2h(α−2)
(ωα

(m+1)θ
0
i + ωα

i θ
j
i )

(35)

D3ji = −fh(ϕj
(i+1) − ϕj

(i−1))−
2

Sc
(ϕj

(i+1) − 2ϕj
i

+ ϕj
(i−1))−

1

2h(α−2)
(ωα

(m+1)ϕ
0
i + ωα

i ϕ
j
i )

(36)

(28), (30) since it is a tridiagonal linear equation
system, it can be solved using the Thomas Algo-
rithm. The matrix is a square band matrix con-
sisting of 2500 rows and columns. Numerical so-
lutions for a single time step were obtained using
the Maple 2021 program, and changes in param-
eters were shown using graphs. Each of matrix
calculation time about forty minutes.

4. Guidelines for tables

In this section, graphs obtained when the flow
parameters in the equation system were changed
are presented. The differences observed are com-
pared.

4.1. Presentation of figures

4.1.1. Blood flow problem under the influence
of MHD in porous media

Differences in the time derivative of the flow ve-
locity, temperature, and density of blood in un-
stable MHD flow, which arise from taking integer
derivatives of time in the previous study (see [22])
and fractional derivatives of time in this study,
have been investigated. Taking α as 1 coincides
with the previous study. Thus, the differences
between the use of integer derivatives and frac-
tional derivatives can be examined with the help
of graphs. Furthermore, changes in the absence of
porosity have been investigated. Under the given
boundary conditions,h = 0.002, α =0.8, and ϵ
are taken between 0.005 and 0.03, and numerical
computations were performed.j = 0and i are pro-
cessed between 0 and 2500, and results are ob-
tained in 2500 steps. To make the comparison
more accurate, calculations were made using the
parameter values specified below (see [22]).

M2 = 0.5, 0.8, 1.0, 1.5, 2.0,

Gr = −20,−13.8,−10, 5, 10, 20,

Gm = 5, 10, 15, 20,

P r = 0.025, 0.2, 0.7, 0.71, 1.5, 7.0, 10.0,

Nr = 1.0, 1.5, 2.0, 3.0, 3.5, 4.5,

Sc = 0.01, 0.05, 0.1, 0.2, 0.22, 0.5,

K = 10.0

In Figure 2, it is observed that asM increases, the
axial velocity decreases. This is an expected re-
sult because as theM value increases, the Lorentz
force increases. The Lorentz force opposes the
flow.

Figure 3 is plotted using the data from the Figure
2. The only difference is that a backward differ-
ence has been used for the derivative term with
respect to y. When comparing the two graphs,
no significant difference is observed. This situa-
tion indicates that the obtained results are more
reliable.

In Figure 4, both positive and negative values of
Gr were examined. It was observed that as theGr
number decreases, meaning the amount of heat
generated decreases, the velocity also decreases.

In Figure 5, when the positive values of Gm are
examined, it is seen that the velocity also de-
creases as Gm decreases.

In Figure 6, it was observed that the velocity
also decreases when the amplitude parameter ϵ
decreases.

Figure 7 is plotted using the data from Figure
6. The only difference is that a backward differ-
ence has been used for the derivative term with
respect to y. When comparing the two graphs,
no significant difference is observed. This situa-
tion indicates that the obtained results are more
reliable.

Figure 8 examines how temperature is influenced
by Nr. As Nr decreases, the temperature also
decreases.

Figure 9 is plotted using the data from Figure
8. The only difference is that a backward differ-
ence has been used for the derivative term with
respect to y. When comparing the two graphs,
no significant difference is observed. This situa-
tion indicates that the obtained results are more
reliable.

In Figure 10, temperature is examined again.
When Pr number increases, the temperature de-
creases.

In Figure 11, the change in Sc number is exam-
ined with concentration. When the channel walls
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cool, an increase in Sc leads to a decrease in con-
centration.

Figure 2. Velocity distribution for
different values of M2

(The graph plotted using central
differencing method)
Sc = 0.22, Pr = 0.71, Nr = 1,
Gm = 10, Gr = 10, ϵ = 0.005,
K = 10, nt = π/2.

Figure 3. Velocity distribution for
different values of M2

(The graph plotted using backward
differencing method)
Sc = 0.22, Pr = 0.71, Nr = 1,
Gm = 10, Gr = 10, ϵ = 0.005,
K = 10, nt = π/2.

Figure 4. Velocity distribution for
different values of Gr
Sc = 0.22, Pr = 0.71, Nr = 1, Gm =
10, ϵ = 0.005, K = 10, M2 = 0.8,
nt = π/2.

Figure 5. Velocity distribution for
different values of Gm
Sc = 0.22, Pr = 0.71, Nr = 1, Gm =
10, ϵ = 0.005, K = 10, M2 = 0.8,
nt = π/2.

Figure 6. Velocity distribution for
different values of ϵ
(The graph plotted using central
differencing method)
Sc = 0.22, Pr = 0.71, Gr = 10,
Gm = 10, Nr = 1, K = 10,
M2 = 0.8, nt = π/2.

Figure 7. Velocity distribution for
different values of ϵ
(The graph plotted using backward
differencing method)
Sc = 0.22, Pr = 0.71, Gm = 10,
K = 10, Gr = 10, Nr = 1,
M2 = 0.8, nt = π/2.
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Figure 8. Temperature distribution
for different values of Nr
(The graph plotted using central
differencing method)
Sc = 0.22, Pr = 0.2, Gm = 10,
Gr = 10, ϵ = 0.05, K = 10,
M2 = 0.8, nt = π/2.

Figure 9. Temperature distribution
for different values of Nr
(The graph plotted using backward
differencing method)
Sc = 0.22, Pr = 0.2, Gm = 10,
Gr = 10, ϵ = 0.05, K = 10,
M2 = 0.8, nt = π/2.

Figure 10. Temperature distribu-
tion for different values of Pr
Sc = 0.22, Nr = 1, Gm = 10,
Gr = 10, ϵ = 0.05, K = 10,
M2 = 0.8, nt = π/2.

Figure 11. Concentration distribu-
tion for different values of Sc
Pr = 0.2, Nr = 1, Gm = 10,
Gr = 10, ϵ = 0.005, K = 10,
M2 = 0.8, nt = π/2.

In Figures 12-19, different values of the derivative
order α, with α = 1, 0.9, and 0.8, were taken, and
the changes in the results for various flow param-
eters were observed.

As the order of the fractional derivative ap-
proaches 1, the result obtained tends to resemble
that of the classical derivative.

In Figure 12, with Sc = 0.22, Pr = 0.71, Nr = 1,
Gm = 10, Gr = 10, ϵ = 0.005, K = 10, M2 = 0.5;
and nt = π/2, the variation of the derivative order
α for α = 1, 0.9 and 0.8 was investigated. When α
is taken as 0.9 and 0.8 a velocity profile similar to
α = 1 is obtained, but the flow velocity decreases.

In Figure 13, with Sc = 0.22, Pr = 0.71, Nr = 1,
Gr = 10, Gm = 20, ϵ = 0.005, K = 10, M2 = 0.8
and nt = π/2, similar velocity profiles to those in
Figure 12 were observed for varying values of the
derivative order α.

Figure 14 is plotted using the data from the Fig-
ure 13. The only difference is that a backward dif-
ference has been used for the derivative term with
respect to y. When comparing the two graphs, no
significant difference is observed. This situation
indicates that the obtained results are more reli-
able.

In Figure 15, with Sc = 0.22, Pr = 0.71, Nr = 1,
Gr = 10, Gm = 10, ϵ = 0.3, K = 10;, M2 = 0.8;
and nt = π/2 similar velocity profiles to those in
Figure 12 were observed for varying values of the
derivative order α.

In Figure 16, with Sc = 0.22, Pr = 0.2, Nr = 4.5,
Gr = 10, Gm = 10,ϵ = 0.05; K = 10; M2 = 0.8;
and nt = π/2, similar velocity profiles to those in
Figure 12 were observed for varying values of the
derivative order α.

In Figure 17, with Sc = 0.22, Pr = 0.2, Nr = 4.5,
Gr = 10 ,Gm = 10, ϵ = 0.05, K = 10, M2 = 0.8;
and nt = π/2, it was observed that as α decreases,
the temperature increases.
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In Figure 18, with Sc = 0.22, Pr = 0.025,
Nr = 1, Gr = 10 ,Gm = 10, ϵ = 0.05, K = 10,
M2 = 0.8; and nt = π/2, it was observed that as
α decreases, the temperature increases.

In Figure 19, with Sc = 0.01, Pr = 0.2, Nr = 1,
Gr = 10, Gm = 10, ϵ = 0.05, K = 10, M2 = 0.8;
and nt = π/2, it was observed that as α decreases,
the concentration increases.

It is evident that the distributions of velocity,
temperature, and concentration are significantly
impacted by the fractional order parameter.

Figure 12. Velocity distribution for
different values of α and M2=0.5
Sc = 0.22, Pr = 0.71, Gm = 10,
Gr = 10, ϵ = 0.05, Nr = 1,
K = 10, nt = π/2

.

Figure 13. Velocity distribution for
different values of α and Gr=20
(The graph plotted using central
differencing method)
Sc = 0.22, Pr = 0.71, Gm = 10,
ϵ = 0.005, Nr = 1,
K = 10, M2 = 0.8, nt = π/2

.

Figure 14. Velocity distribution for
different values of α and Gr=20
(The graph plotted using backward
differencing method)
Sc = 0.22, Pr = 0.71, Gm = 10,
ϵ = 0.005, Nr = 1,
K = 10, M2 = 0.8, nt = π/2

.

Figure 15. Velocity distribution for
different values of α and Gm=20
Sc = 0.22, Pr = 0.71, Gr = 10,
ϵ = 0.05, Nr = 1, K = 10, M2 = 0.8,
nt = π/2

.

Figure 16. Velocity distribution for
different values of α and ϵ=0.3.
Sc = 0.22, Pr = 0.71, Nr = 1,
Gm = 10, Gr = 10, K = 10,
M2 = 0.8, nt = π/2.
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Figure 17. Temperature distribu-
tion for different values of α and
Nr=4.5.
Sc = 0.22, Pr = 0.2, Gm = 10,
Gr = 10, ϵ = 0.05, K = 10,
M2 = 0.8, nt = π/2.

Figure 18. Temperature distribu-
tion for different values of α and
Pr=0.025.
Sc = 0.22, Nr = 1, Gm = 10,
Gr = 10, ϵ = 0.05, K = 10,
M2 = 0.8, nt = π/2

.

Figure 19. Concentration distribu-
tion for different values of α and Sc =
0.01,
Pr = 0.2, Nr = 1, Gm = 10,
Gr = 10, ϵ = 0.005, K = 10,
M2 = 0.8, nt = π/2

.

4.1.2. Blood flow problem under the influence
of MHD in non-porous media

In this section, an unstable MHD blood flow prob-
lem along a non-porous vessel has been examined.

Figures 20, 21, 22, 23 and 24 show the varia-
tions in blood flow velocity. Similar to the porous
medium, the velocity first increases and then de-
creases. The effect of parameters is very similar
to that in the porous medium.

In Figure 20, it is observed that the axial velocity
decreases as M2 increases. In Figure 21, when the
Gr number decreases, the velocity also decreases.
Figure 22 shows that when Gm decreases, the ve-
locity decreases similar to what is observed in Fig-
ure 21. Figure 23 is plotted using the data from
the Figure 22. The only difference is that a back-
ward difference has been used for the derivative
term with respect to y When comparing the two
graphs, no significant difference is observed. This
situation indicates that the obtained results are
more reliable. In Figure 24, it is observed that
the velocity also decreases when ϵ decreases.

Figure 20. Velocity distribution for
different values of M2 in non-porous
media
Sc = 0.22, Pr = 0.71, Nr = 1,
Gm = 10, Gr = 10, ϵ = 0.005,
nt = π/2.

.

Figure 21. Velocity distribution for
different values of Gr in non-porous
media
Sc = 0.22, Pr = 0.71, Nr = 1,
Gm = 10, ϵ = 0.005, nt = π/2.

.
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Figure 22. Velocity distribution for
different values of Gm in non-porous
media
(The graph plotted using central dif-
ferencing method)
Sc = 0.22, Pr = 0.71, M2 = 0.8,
Gr = 10, ϵ = 0.005, Nr = 1,
nt = π/2

.

Figure 23. Velocity distribution for
different values of Gm in non-porous
media
(The graph plotted using backward
differencing method)
Sc = 0.22, Pr = 0.71, M2 = 0.8,
Gr = 10, ϵ = 0.005, Nr = 1,
nt = π/2

.

Figure 24. Velocity distribution for
different values of ϵ in non-porous me-
dia
Sc = 0.22, Pr = 0.71, M2 = 0.8,
Gr = 10, Gm = 10, Nr = 1,
nt = π/2.

.

5. Conclusions

In this article, a flow model considering the
MHD effect and the time-fractional derivative
in a porous medium, with the fluid assumed to
be blood, was initially studied. Finite differ-
ences and Grünwald-Letnikov approaches were
employed in numerical computations. The re-
search aimed to investigate whether there were
differences between integer-order derivatives and
fractional-order derivatives for varying parameter
values. For example, the increase in the M num-
ber has led to a decrease in speed, indicating a
decrease in velocity due to the effect of the mag-
netic field. Erdem Murat, and their colleagues
have also obtained similar results. They explained
this change as being caused by the retarding ef-
fect of the Lorentz force [26]. When Figure 8 is
examined, it can be seen that as Nr decreases, the
temperature also decreases. Similar results were
obtained by C. D. K. Bansi and colleagues [27].

Also when Sc = 0.22, P r = 0.71, Nr = 1, Gm =
10, Gr = 10, ϵ = 0.005,K = 10,M2 = 0.5 and
nt = π/2, the change in the order of the deriva-
tive was examined for α = 1.0, 0.9, and 0.8.When
α decreased to 0.9, it exhibited a similar but lower
velocity profile to α = 1, and when α = 0.8,
a lower velocity profile compared to the previ-
ous case was observed. As we moved away from
the integer order derivative, the flow velocity de-
creased.

Additionally, in this study, the non-porous
medium scenario was considered and the inves-
tigation showed that there was not a significant
difference in the flow model with varying param-
eters and fractional derivatives when the medium
is non-porous.
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6. Symbols

Gr, Grashof number,

Gm, solute Grashof number

K, permeability parameter,

M , Hartmann number,

Nr, radiation parameter,

Pr, Prandtl number,

Sc, Schmidt number,

u, dimensionless velocity,

ϵ, small positive constant ( ≪ 1),

g, acceleration due to gravity,

β, coefficient of thermal expansion,

β∗, coefficient of thermal expansion with concen-
tration,

B0, applied magnetic field,

υ0, scale of suction velocity (non-zero constant),

ν, kinematic coefficient of viscosity,

σ, electrical conductivity,

ρ, density of fluid,

T , temperature,

Tw, surface temperature,

T∞, temperature of the ambient fluid,

C, concentration,

Cw, concentration of fluid at the sheet,

C∞, concentration of the ambient fluid,

D, thermal molecular diffusivity,

k1, thermal conductivity,

K0, constant permeability of the medium,

n′, frequency of oscillation,

qr, radiative heat flux,

cp, specific heat at constant pressure,

σ∗, Stefan-Boltzmann constant,

k∗, mean absorption coefficient.
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