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This work studies the existence of solutions and approximate controllability of
fractional integrodifferential systems with Riemann-Liouville derivatives and
with multiple delays in control. We establish suitable assumptions to prove
the existence of solutions. Controllability of the system is shown by assuming
a range condition on control operators and Lipschitz condition on non-linear
functions. We use the concepts of strongly continuous semigroup rather than
resolvent operators. Finally, an example is give to illustrate the theory.
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1. Introduction

There are many problems in which the current
rate of change of a function can be obtained from
the past values of that function. Time delay sys-
tems are mathematical models of these types of
problems. A system may have variable or con-
stants delays eithre in control action or in the
state variable or in both. Therefore it is rea-
sonable to study the existence or controllability
property of delay dynamical systems. Some of bi-
ological and physical systems having time delays
are population growth, prey predator problems,
mixing of liquids, equations having feedback con-
trol, etc.

In several biological, engineering and physical
problems, differential systems of fractional-order
are found to be suitable models. Therefore, in last
twenty years, they attracted more attention from
researchers. In fact, for the illustration of memory
and hereditary properties, fractional derivatives
provide a better instrument. For this reason, they

have given a lot of applications in the areas of con-
trol theory, aerodynamics, viscoelasticity, physics,
electrodynamics of complex medium, heat con-
duction, electricity mechanics, etc. [1–12]. For
the modeling of the anomalous phenomena in the
theory of complex systems as well as in nature,
systems of fractional-order became more appro-
priate and interesting [1, 13]. Therefore, to de-
scribe diffusion in media with fractal geometry,
the fractional diffusion equation was introduced
in physics by substituting the first-order deriva-
tive by a fractional derivative in classical diffusion
equation, which becomes appropriate for many
applications.

In some areas such as dynamics of nuclear reactor
and thermoelasticity, it is required to reflect the
memory effect of systems in their models. In the
modeling of these problems, if differential equa-
tions are utilized, which involve functions at any
given space and time, the effect of previous out-
comes is omitted. For this reason, to incorporate
the memory effect in these differential equations,
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a term of integration is introduced, which turns
to integrodifferential equation. The integrodiffer-
ential equations have given a huge applications
in mechanics, viscoelastic fluid dynamics, control
theory, thermoelastic contact, heat conduction, fi-
nancial mathematics, industrial mathematics, bi-
ological models, aerospace systems, chemical ki-
netics, etc. (see [15–21]).

The existence and controllability results for dif-
ferent types of linear and non-linear systems are
proved in many articles [14, 20–34, 36–42, 44–51,
53]. Among them, approximate controllability of
fractional systems with Riemann-Liouville deriva-
tives was proved by Liu and Li [38] assuming
Lipschitz continuity. In [36], Zhu et al. ana-
lyzed the approximate controllability of fractional
semilinear systems using itegral contractor. Us-
ing fractional resolvent, Ji and Yang [21] ob-
tained the solution to fractional integrodifferential
systems with Riemann-Liouville derivatives with-
out assuming the Lipschitz condition. Ibrahim
et. al. [33] analyzed approximate controllability
of functional equations with Riemann-Liouville
derivative by applying iterative technique. Ap-
proximate controllability for higher order frac-
tional integrodifferential equation was discussed
by Raja et al. [52]. Making use of fractional
resolvent, existence and controllability of higher
order Riemann-liouville fractional equations were
derived in [35]. However, the controllability of
fractional integrodifferential equations with mul-
tiple delays in control is still an untreated topic.
Our purpose is to obtain a set of new sufficient
conditions for the existence and uniqueness of so-
lutions and approximate controllability of the fol-
lowing fractional integrodifferential systems:


Dκ

t z(t) = Az(t) +
m∑
j=0

Bju(t− bj)

+f
(
t, z(t),

∫ t
0 ξ(t, s, z(s)) ds

)
, t ∈ (0, ℏ],

I1−κ
t z(t)

∣∣
t=0

= y0 ∈ V, u(t) = 0, t ∈ [−bm, 0],

(1)
where 0 < κ ≤ 1 < pκ and Dκ

t is the κ-order
Riemann-Liouville derivative. The control u ∈
U = Lp([0, ℏ];V ′), the state z ∈ Z = Lp([0, ℏ];V ),
where V and V ′ are complete normed spaces. bj
j = 0, 1, 2, . . . ,m, are constant delays such that
0 = b0 < b1 < b2 < · · · < bm < ℏ. The linear
operator A : D(A) ⊆ V → V generates a C0-
semigroup T (t). Bj : U → Z, j = 0, 1, 2, . . . ,m,
are linear maps. f and ξ are V -valued non-linear
functions defined on [0, ℏ]×V ×V and ∆×V , re-
spectively; where ∆ = {(t1, t2) : 0 ≤ t2 ≤ t1 ≤ ℏ}.

The article is structured as follows: After intro-
duction, we have given the preliminaries in Sec-
tion 2. In Section 3, the existence and uniqueness
of solutions are proven. Controllability of the sys-
tem is shown in Section 4. Finally, an example is
given in Section 5.

2. Preliminaries

Definition 1. The Riemann-Liouville fractional
integral of order κ is given by

Iκt φ(t) =
1

Γ(κ)

∫ t

0
(t− s)κ−1φ(s) ds, κ > 0,

where Γ is the gamma function.

Definition 2. The Riemann-Liouville fractional
derivative of order κ is given by

Dκ
t φ(t) =

1

Γ(m− κ)

dm

dtm

∫ t

0
(t− s)m−κ−1φ(s) ds,

where 1 + [κ] = m.

Definition 3. The Mittag-Leffler function
Eκ,κ̂(·) is given by

Eκ,κ̂(ζ) =
∞∑
j=0

ζj

Γ(κj + κ̂)
.

For κ̂ = 1, it is denoted by Eκ(·).
Consider the complete normed space

C1−κ([0, ℏ];V ) = {φ : t1−κφ(t) ∈ C([0, ℏ];V )}
with the norm

∥φ∥C1−κ = sup
t∈[0,ℏ]

{t1−κ∥φ(t)∥V },

where C([0, ℏ];V ) is the set of V -valued continu-
ous functions defined on [0, ℏ]. For C0-semigroup
T (t), we assume supt∈[0,ℏ] ∥T (t)∥ ≤ λT < ∞.

Definition 4. [38] A function z ∈
C1−κ([0, ℏ];V ) is said to be a mild solution of
(1) if

z(t) =tκ−1Tκ(t)y0 +

∫ t

0
(t− s)κ−1

· Tκ(t− s)

(
m∑
j=0

Bju(s− bj)

+ f

(
s, z(s),

∫ s

0
ξ(s, ς, z(ς)) dς

))
ds,

(2)

where

Tκ(t) = κ

∫ ∞

0
ϑζκ(ϑ)T (t

κϑ)dϑ,

ζκ(ϑ) =
1

κ
ϑ−1− 1

κωκ

(
ϑ− 1

κ

)
,
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ωκ(ϑ) =
1

π

∞∑
j=1

(−1)j−1Γ(jκ+ 1)

ϑjκ+1j!
sin(jπκ),

0 < ϑ < ∞.

Definition 5. The set given by

Rℏ(f) = {zu(ℏ) ∈ V : u ∈ U}
is called the reachable set of (1), where zu(·) is the
mild solution of (1) corresponding to u.

Definition 6. The system (1) is said to be ap-

proximately controllable on [0, ℏ] if Rℏ(f) = V .

Lemma 1. [34] For every t ∈ [0,∞), Tκ(t) is
continuous linear map such that

∥Tκ(t)y∥ ≤ λT

Γ(κ)
∥y∥ ∀ y ∈ V.

Lemma 2. [38] If the semigroup T (t) generated
by A is differentiable, then

(i) Tκ(t)y ∈ D(A) ∀ t > 0 and y ∈ V ;

(ii) Tκ(t1)Tκ(t2) = Tκ(t2)Tκ(t1) ∀ t1, t2 > 0;

(iii) dT 2
κ (t)y
dt = 2Tκ(t)

dTκ(t)y
dt , t > 0, y ∈ V ;

(iv) for any y ∈ D(A), there is a φ ∈ Z such

that
∫ ℏ
0 (ℏ− s)κ−1Tκ(ℏ− s)φ(s) ds = y.

3. Existence and Uniqueness of Mild
Solution

To derive the existence result we assume the fol-
lowing:

(A1) T (t) is continuous with respect to opera-
tor norm for t > 0.

(A2) there is a λf > 0 satisfying

∥f(t, y1, y∗1)− f(t, y2, y
∗
2)∥

≤ λf (∥y1 − y2∥+ ∥y∗1 − y∗2∥)
for all yi, y

∗
i ∈ V, i = 1, 2,

(A3) there is a ℘ ∈ Lp([0, ℏ];R), and a λ′
f > 0

such that

∥f(t, y, y∗)∥ ≤ ℘(t) + λ′
f t

1−κ (∥y∥+ ∥y∗∥)
for a.e. t ∈ [0, ℏ] and y, y∗ ∈ V,

(A4) there is a λξ > 0 verifying

∥ξ(t, s, y1)− ξ(t, s, y2)∥ ≤ λξ∥y1 − y2∥
forall y1, y2 ∈ V ;

(A5) there is a Θ ∈ Lp([0, ℏ];R) verifying
∥ξ(t, s, y)∥ ≤ Θ(s)

for all (t, s) ∈ ∆ and y ∈ V .

Theorem 1. Suppose assumptions (A1)-(A5) are
true. Then, for each u ∈ U , the semilinear

system (1) admits exactly one mild solution in
C1−κ([0, ℏ];V ).

Proof. It is enough to prove that, the function
E : C1−κ([0, ℏ];V ) → C1−κ([0, ℏ];V ) defined by

(Ez)(t) = tκ−1Tκ(t)y0 +

∫ t

0
(t− s)κ−1

· Tκ(t− s)

(
m∑
j=0

Bju(s− bj)

+ f

(
s, z(s),

∫ s

0
ξ(s, ς, z(ς)) dς

))
ds,

has exactly one fixed point in C1−κ([0, ℏ];V ). Due
to above assumptions, the function E is well de-
fined.
Let z, z∗ ∈ C1−κ([0, ℏ];V ). Then,

t1−κ∥(Ez)(t)− (Ez∗)(t)∥

≤ t1−κ

∫ t

0

∥∥∥∥(t− s)κ−1Tκ(t− s)

·
(
f

(
s, z(s),

∫ s

0
ξ(s, ς, z(ς)) dς

)
− f

(
s, z∗(s),

∫ s

0
ξ(s, ς, z∗(ς)) dς

))∥∥∥∥ ds
≤

λTλf

Γ(κ)
t1−κ

∫ t

0
(t− s)κ−1

(
∥z(s)− z∗(s)∥

+

∫ s

0
∥ξ(s, ς, z(ς))− ξ(s, ς, z∗(ς))∥ dς

)
ds

≤
λTλf

Γ(κ)
t1−κ

∫ t

0
(t− s)κ−1

·
(
sκ−1s1−κ∥z(s)− z∗(s)∥

+ λξ

∫ s

0
ςκ−1ς1−κ∥z(ς)− z∗(ς)∥ dς

)
ds

≤
λTλf

Γ(κ)
t1−κ

∫ t

0
(t− s)κ−1

(
sκ−1 + λξ

sκ

κ

)
ds

· ∥z − z∗∥C1−κ

=
λTλf

Γ(κ)
tκ
(
(Γ(κ))2

Γ(2κ)
+

λξΓ(κ)Γ(κ+ 1)t

κΓ(2κ+ 1)

)
· ∥z − z∗∥C1−κ

≤
Γ(κ)λTλf

Γ(2κ)
tκ
(
1 +

λξℏ
2κ

)
∥z − z∗∥C1−κ .

Repeating the above process, we can get

t1−κ∥(Enz)(t)− (Enz∗)(t)∥

≤
Γ(κ)(λTλf )

n

Γ((n+ 1)κ)
tnκ

(
n∏

i=1

(
1 +

λξℏ
(i+ 1)κ

))
· ∥z − z∗∥C1−κ
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≤
Γ(κ)

(
λTλfℏκ

(
1 +

λξℏ
2κ

))n
Γ((n+ 1)κ)

∥z − z∗∥C1−κ .

Therefore,

∥Enz − Enz∗∥C1−κ

≤
Γ(κ)

(
λTλfℏκ

(
1 +

λξℏ
2κ

))n
Γ((n+ 1)κ)

∥z − z∗∥C1−κ .

We know that the Mittag-Leffler series

Eκ,κ

(
λTλfℏκ

(
1 +

λξℏ
2κ

))

=
∞∑
i=0

(
λTλfℏκ

(
1 +

λξℏ
2κ

))i
Γ((i+ 1)κ)

is convergent. Therefore, for sufficiently large
value of n,(

λTλfℏκ
(
1 +

λξℏ
2κ

))n
Γ((n+ 1)κ)

<
1

Γ(κ)
.

Thus, from Banach contraction principle E has
exactly one fixed point in C1−κ([0, ℏ];V ). □

4. Controllability analysis

Define the operator Ψf : C1−κ([0, ℏ];V ) → Z
given by

(Ψf (ω))(t) =f

(
t, ω(t),

∫ t

0
ξ(t, s, ω(s)) ds

)
,

ω ∈ C1−κ([0, ℏ];V )

and the bounded linear operator Φ : Z → V given
by

Φ(ω) =

∫ ℏ

0
(ℏ− s)κ−1Tκ(ℏ− s)ω(s) ds, ω ∈ Z.

Remark 1. From Definition 6, the system (1) is
approximately controllable if and only if for each
ε > 0 and a ŷ ∈ V , there exists a control uε ∈ U
such that the mild solution zε corresponding to uε
satisfies∥∥∥∥∥∥ỹ − Φ(Ψf (zε))− Φ

 m∑
j=0

Bjuε(· − bj)

∥∥∥∥∥∥ ≤ ε,

where ỹ = ŷ − ℏκ−1Tκ(ℏ)y0.

To prove the controllability of original system, we
assume the following:

(A6) there is a λ̂f > 0 verifying

∥f(t, y1, y∗1)− f(t, y2, y
∗
2)∥

≤ λ̂f t
1−κ (∥y1 − y2∥+ ∥y∗1 − y∗2∥)

forall yi, y
∗
i ∈ V, i = 1, 2;

(A7) there is a λ̂ξ > 0 verifying

∥ξ(t, s, y1)− ξ(t, s, y2)∥ ≤ λ̂ξs
1−κ∥y1 − y2∥

forall yi ∈ V, i = 1, 2;
(A8) for given ε > 0 and a z ∈ Z, we can get a

u ∈ U such that

∥Φ(z)− Φ(B0u)∥V ≤ ε

and

∥B0u∥Z ≤ λ0∥z∥Z ,
where λ0 is constant and it does not de-
pendent on z;

(A9) 0 <
λT λ̂fλ0λpℏ(1+λ̂ξℏ2−κ)Eκ

(
λT λ̂fℏ

)
Γ(κ)−λT λ̂f λ̂ξℏ3−κκ−1Eκ

(
λT λ̂fℏ

) < 1,

where λp =
(

p−1
pκ−1

)1− 1
p
;

(A10) R(B0) ⊇ R(B1) ⊇ · · · ⊇ R(Bm), where R
stands for the range of operators.

Remark 2. Note that (A2) and (A4) are weaker
assumptions than (A6) and (A7), respectively.
Thus, by Theorem 1, the semilinear system (1)
admits a unique solution in C1−κ([0, ℏ];V ) for
fixed u ∈ U if assumptions (A1), (A3) and (A5)-
(A7) are true.

We derive the following lemma:

Lemma 3. Under assumptions (A1), (A3), (A5)-
(A7) and (A9) any mild solutions of (1) satisfy
the following

(i)
∥z∥C1−κ ≤ k1Eκ

(
λTλ

′
fℏ
)
, u ∈ U,

(ii)

∥z1 − z2∥C1−κ ≤ k2Eκ

(
λT λ̂fℏ

)∥∥∥∥ m∑
j=0

Bju1(· − bj)

−
m∑
j=0

Bju2(· − bj)

∥∥∥∥
Z

, u1, u2 ∈ U,

where

k1 =
λT

Γ(κ)

[
∥y0∥+ λp

(∥∥∥∥∥
m∑
j=0

Bju(· − bj)

∥∥∥∥
Z

+ ∥℘∥Lp

)
ℏ1−

1
p + λ′

fℏ
3−κ− 1

pκ−1∥Θ∥Lp

]
and

k2 =
λTλpℏ1−

1
p

Γ(κ)− λT λ̂f λ̂ξℏ3−κκ−1Eκ

(
λT λ̂fℏ

) .
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Proof. Let z ∈ C1−κ([0, ℏ];V ) be a mild solution
of (1) for u ∈ U , then

z(t) = tκ−1Tκ(t)y0 +

∫ t

0
(t− s)κ−1

· Tκ(t− s)

(
m∑
j=0

Bju(s− bj)

+ f

(
s, z(s),

∫ s

0
ξ(s, ς, z(ς)) dς

))
ds.

Therefore

t1−κ∥z(t)∥V

≤ ∥Tκ(t)y0∥+ t1−κ

∫ t

0

∥∥∥∥∥(t− s)κ−1

· Tκ(t− s)

(
m∑
j=0

Bju(s− bj)

+ f

(
s, z(s),

∫ s

0
ξ(s, ς, z(ς)) dς

))∥∥∥∥∥ ds
≤ λT

Γ(κ)

[
∥y0∥+ t1−κ

∫ t

0
(t− s)κ−1

·

∥∥∥∥∥
m∑
j=0

Bju(s− bj)

∥∥∥∥∥ ds+ t1−κ

∫ t

0
(t− s)κ−1

(
℘(s) + λ′

fs
1−κ∥z(s)∥V

+ λ′
fs

1−κ

∫ s

0
Θ(ς) dς

)
ds

]

≤ λT

Γ(κ)

[
∥y0∥+

(
p− 1

pκ− 1

)1− 1
p

·

(∥∥∥∥∥
m∑
j=0

Bju(· − bj)

∥∥∥∥∥
Z

+ ∥℘∥Lp

)
ℏ1−

1
p

+ λ′
fℏ

3−2κ− 1
p

∫ t

0
(t− s)κ−1 ds∥Θ∥Lp

+ λ′
fℏ1−κ

∫ t

0
(t− s)κ−1s1−κ∥z(s)∥V ds

]

≤ k1 +
λTλ

′
fℏ1−κ

Γ(κ)

∫ t

0
(t− s)κ−1s1−κ∥z(s)∥V ds.

From Corollary 2 of [43], we obtain

t1−κ∥z(t)∥V ≤ k1Eκ

(
λTλ

′
fℏ
)
.

Therefore,

∥z∥C1−κ ≤ k1Eκ

(
λTλ

′
fℏ
)
.

Next, let zi ∈ C1−κ([0, ℏ];V ) be the mild solution

of (1) for ui ∈ U, i = 1, 2. Then

zi(t) = tκ−1Tκ(t)y0 +

∫ t

0
(t− s)κ−1

· Tκ(t− s)

(
m∑
j=0

Bjui(s− bj)

+ f

(
s, zi(s),

∫ s

0
ξ(s, ς, zi(ς)) dς

))
ds.

We have

t1−κ∥z1(t)− z2(t)∥V

≤ λT

Γ(κ)
t1−κ

[∫ t

0
(t− s)κ−1

∥∥∥∥∥
m∑
j=0

Bju1(s− bj)

−
m∑
j=0

Bju2(s− bj)

∥∥∥∥∥ ds+
∫ t

0
(t− s)κ−1

·

∥∥∥∥∥f
(
s, z1(s),

∫ s

0
ξ(s, ς, z1(ς)) dς

)

− f

(
s, z2(s),

∫ s

0
ξ(s, ς, z2(ς)) dς

)∥∥∥∥∥ ds
]

≤ λTλp

Γ(κ)
ℏ1−

1
p

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)

−
m∑
j=0

Bju2(· − bj)

∥∥∥∥
Z

+
λT λ̂f

Γ(κ)
ℏ1−κ

·
∫ t

0
(t− s)κ−1s1−κ

(
∥z1(s)− z2(s)∥

+ λ̂ξ

∫ s

0
ς1−κ∥z1(ς)− z2(ς)∥ dς

)
ds

≤ λTλp

Γ(κ)
ℏ1−

1
p

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)

−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥
Z

+
λT λ̂f

Γ(κ)
ℏ1−κ

·
(∫ t

0
(t− s)κ−1s1−κ∥z1(s)− z2(s)∥ ds

+ λ̂ξ

∫ t

0
(t− s)κ−1ℏ2−κ ds∥z1 − z2∥C1−κ

)
≤ λTλp

Γ(κ)
ℏ1−

1
p

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)

−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥
Z

+
λT λ̂f λ̂ξ

Γ(κ)
ℏ3−κκ−1

· ∥z1 − z2∥C1−κ +
λT λ̂f

Γ(κ)
ℏ1−κ

∫ t

0
(t− s)κ−1

· s1−κ∥z1(s)− z2(s)∥ ds.
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From Corollary 2 of [43], we obtain

t1−κ∥z1(t)− z2(t)∥V

≤ λT

Γ(κ)

[
λpℏ1−

1
p

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)

−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥
Z

+ λ̂f λ̂ξℏ3−κκ−1

· ∥z1 − z2∥C1−κ

]
Eκ

(
λT λ̂fℏ

)
.

Therefore,

∥z1 − z2∥C1−κ

≤ λT

Γ(κ)

[
λpℏ1−

1
p

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)

−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥
Z

+ λ̂f λ̂ξℏ3−κκ−1

· ∥z1 − z2∥C1−κ

]
Eκ

(
λT λ̂fℏ

)
.

This gives

∥z1 − z2∥C1−κ

≤
λTλpℏ1−

1
pEκ

(
λT λ̂fℏ

)
Γ(κ)− λT λ̂f λ̂ξℏ3−κκ−1Eκ

(
λT λ̂fℏ

)
·

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥
Z

= k2Eκ

(
λT λ̂fℏ

)
·

∥∥∥∥∥
m∑
j=0

Bju1(· − bj)−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥
Z

.

□

Theorem 2. Under assumptions (A1), (A3) and
(A5)-(A10), the semilinear system (1) is approx-
imately controllable if the semigroup T (t) is dif-
ferentiable.

Proof. First we prove that for each u∗ ∈ U , there
is a u ∈ U such that

B0u
∗(·) = B0u(·) +B1u(· − b1)

+ · · ·+Bmu(· − bm). (3)

For this, set ℏ = bm+1 and r = min{bj−bj−1 : j =
1, 2, . . . ,m + 1}. Since 0 = b0 < b1 < b2 < · · · <
bm < bm+1 therefore for each bj+1 there exist a
positive integer nj and a constant ϑj ∈ [0, r) such
that bj+1 = bj + njr + ϑj , j = 1, 2, . . . ,m. For

t ∈ [0, b1], we have

B0u
∗(·)−B1u(· − b1)− · · · −Bmu(· − bm)

= B0u
∗(·).

Take u(t) = u∗(t) for t ∈ [0, b1]. For t ∈ (b1, b1+r],
we have (t− b1) ∈ (0, r] ⊂ (0, b1] and

B0u
∗(·)−B1u(· − b1)− · · · −Bmu(· − bm)

= B0u
∗(·)−B1u

∗(· − b1) = B0u11(·)(say),
where u11(·) is known. Take u(t) = u11(t) for
t ∈ (b1, b1 + r].
Now, if t ∈ (b1+r, b1+2r], then (t−b1) ∈ (r, 2r] ⊂
(0, b1 + r] and u(· − b1) is known. Therefore, in
this case

B0u
∗(·)−B1u(· − b1)− · · · −Bmu(· − bm)

= B0u
∗(·)−B1u(· − b1) = B0u12(·)(say),

where u12(·) is known. Take u(t) = u12(t)
for t ∈ (b1 + r, b1 + 2r]. Similarly, we can
find u13(·), u14(·), . . . , u1n1(·) for the intervals
(b1 +2r, b1 +3r], (b1 +3r, b1 +4r], . . . , (b1 + (n1 −
1)r, b1 + n1r]; respectively. If ϑ1 > 0, then
we can also find u1n1+1(·) for the next interval
(b1 + n1r, b1 + n1r + ϑ1]. Thus u(·) is completely
known for t ∈ (b1, b1+n1r+ϑ1] = (b1, b2]. Denote
u(·) by u1(·) for t ∈ (b1, b2].
Repeating the above process, one can ob-
tain u2(·), u3(·), . . . , um(·) for the intervals
(b2, b3], (b3, b4], . . . , (bm, bm+1]; respectively.
Hence the control function u(·) ∈ U , given by

u(t) =

{
u∗(t), t ∈ [0, b1];

uj(t), t ∈ (bj , bj+1], j = 1, 2, . . . ,m

is completely known and it satisfies

B0u
∗(·)−B1u(· − b1)− · · · −Bmu(· − bm)

= B0u(·).

Next, we prove that D(A) ⊆ Rℏ(f), that is, for
any ε > 0 and ŷ ∈ D(A), we are able to find a
control uε ∈ U satisfying∥∥∥∥∥∥ỹ − Φ(Ψf (zε))− Φ

 m∑
j=0

Bjuε(· − bj)

∥∥∥∥∥∥
V

≤ ε,

where ỹ = ŷ−ℏκ−1Tκ(ℏ)y0 and zε(t) = zuε(t). By
Lemma 2, there is a ℘ ∈ Z such that Φ(℘) = ỹ.
Let ε > 0 be given and v1 ∈ U . Then by assump-
tion (A8) and (3), there is a control v2 ∈ U such
that∥∥∥∥∥∥ỹ − Φ(Ψf (z1))− Φ

 m∑
j=0

Bjv2(· − bj)

∥∥∥∥∥∥
V

≤ ε

32
,

where z1(t) = zv1(t). Denote z2(t) = zv2(t), in
view of (A8) and (3), there is a control ω2 ∈ U
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such that∥∥∥∥∥Φ(Ψf (z2)−Ψf (z1))

− Φ

(
m∑
j=0

Bjω2(· − bj)

)∥∥∥∥∥
V

≤ ε

33

and

∥∥∥∥∥∥
m∑
j=0

Bjω2(· − bj)

∥∥∥∥∥∥
Z

≤ λ0 ∥Ψf (z2)−Ψf (z1)∥Z

= λ0

[∫ ℏ

0

∥∥∥∥f (t, z2(t), ∫ t

0
ξ(t, ς, z2(ς)) dς

)

− f

(
t, z1(t),

∫ t

0
ξ(t, ς, z1(ς)) dς

)∥∥∥∥p
V

dt

] 1
p

≤ λ0λ̂f

[∫ ℏ

0

(
t1−κ∥z2(t)− z1(t)∥

+ λ̂ξt
1−κ

∫ t

0
ς1−κ∥z2(ς)− z1(ς)∥ dς

)p

dt

] 1
p

≤ λ0λ̂f

(∫ ℏ

0

(
1 + λ̂ξℏ2−κ

)p
dt

) 1
p

∥z2 − z1∥C1−κ

= λ0λ̂fℏ
1
p

(
1 + λ̂ξℏ2−κ

)
∥z2 − z1∥C1−κ

≤ λ0λ̂fℏ
1
p

(
1 + λ̂ξℏ2−κ

)
k2Eκ

(
λT λ̂fℏ

)
·

∥∥∥∥∥∥
m∑
j=0

Bju1(· − bj)−
m∑
j=0

Bju2(· − bj)

∥∥∥∥∥∥
Z

=
λT λ̂fλ0λpℏ

(
1 + λ̂ξℏ2−κ

)
Eκ

(
λT λ̂fℏ

)
Γ(κ)− λT λ̂f λ̂ξℏ3−κκ−1Eκ

(
λT λ̂fℏ

)
·

∥∥∥∥∥∥
m∑
j=0

Bjv1(· − bj)−
m∑
j=0

Bjv2(· − bj)

∥∥∥∥∥∥
Z

.

Now, if we define

v3(t) = v2(t)− ω2(t), v3 ∈ U,

then

∥∥∥∥∥∥ỹ − Φ(Ψf (z2))− Φ

 m∑
j=0

Bjv3(· − bj)

∥∥∥∥∥∥
V

≤

∥∥∥∥∥∥ỹ − Φ(Ψf (z1))− Φ

 m∑
j=0

Bjv2(· − bj)

∥∥∥∥∥∥
V

+

∥∥∥∥∥Φ(Ψf (z2)−Ψf (z1))

− Φ

(
m∑
j=0

Bjω2(· − bj)

)∥∥∥∥∥
V

≤
(

1

32
+

1

33

)
ε.

By inductions, we get a sequence {vn} in U satis-
fying

∥∥∥∥∥∥ỹ − Φ(Ψf (zn))− Φ

 m∑
j=0

Bjvn+1(· − bj)

∥∥∥∥∥∥
V

≤
(

1

32
+

1

33
+ · · ·+ 1

3n+1

)
ε,

where zn(t) = zvn(t), and

∥∥∥∥∥∥
m∑
j=0

Bjvn+1(· − bj)−
m∑
j=0

Bjvn(· − bj)

∥∥∥∥∥∥
Z

≤
λT λ̂fλ0λpℏ

(
1 + λ̂ξℏ2−κ

)
Eκ

(
λT λ̂fℏ

)
Γ(κ)− λT λ̂f λ̂ξℏ3−κκ−1Eκ

(
λT λ̂fℏ

)
·

∥∥∥∥∥∥
m∑
j=0

Bjvn(· − bj)−
m∑
j=0

Bjvn−1(· − bj)

∥∥∥∥∥∥
Z

,

which shows that the sequence
m∑
j=0

Bjvn(· − bj) : n = 1, 2, . . .


is Cauchy in Z. Since Z

is complete and Φ is bounded therefore, the se-
quenceΦ

 m∑
j=0

Bjvn(· − bj)

 : n = 1, 2, . . .


is Cauchy in V . Thus, we can get a n0 ∈ N such
that

∥∥∥∥∥Φ
(

m∑
j=0

Bjvn0+1(· − bj)

)

− Φ

(
m∑
j=0

Bjvn0(· − bj)

)∥∥∥∥∥
V

≤ ε

3
.

Now,
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∥∥∥∥∥ỹ − Φ(Ψf (zn0))− Φ

(
m∑
j=0

Bjvn0(· − bj)

)∥∥∥∥∥
V

≤

∥∥∥∥∥ỹ − Φ(Ψf (zn0))

− Φ

(
m∑
j=0

Bjvn0+1(· − bj)

)∥∥∥∥∥
V

+

∥∥∥∥∥Φ
(

m∑
j=0

Bjvn0+1(· − bj)

)

− Φ

(
m∑
j=0

Bjvn0(· − bj)

)∥∥∥∥∥
V

≤
(

1

32
+

1

33
+ · · ·+ 1

3n0+1

)
ε+

ε

3

< ε.

As D(A) is dense in V therefore, Rℏ(f) = V . □

5. Example

For x ∈ [0, π], consider the system with the given
boundary condition

D
2
3
t z(t, x) =

∂2

∂x2 z(t, x) +

m∑
j=0

u(t− bj)

+f
(
t, z(t, x),

∫ t
0 ξ(t, s, z(s, x)) ds

)
, 0 < t ≤ 1,

I
1
3
t z(t, x)

∣∣
t=0

= y0(x), u(t) = 0, −bm ≤ t ≤ 0,

z(t, 0) = z(t, π) = 0, 0 < t ≤ 1,

(4)
where 0 = b0 < b1 < · · · < bm < 1.
Take V = V ′ = L2[0, π] and A : D(A) ⊂ V → V
given by

Ay = yxx
with the domain

D(A) ={y ∈ V : y, yx are absolutely continuous

and yx ∈ V, y(0) = 0 = y(π)}.
Then, A has the spectral representation

Ay =

∞∑
n=1

(−n2)⟨y, qn⟩qn, y ∈ D(A),

which generates a semigroup T (t) given by

T (t)y =

∞∑
n=1

exp(−n2t)⟨y, qn⟩qn, y ∈ V

with
∥T (t)∥ ≤ exp(−1) < 1;

where qn(x) =
√

2
π sinnx are eigen functions of A

associated with the eigenvalues λn = −n2, n ∈ N
and the set {qn : n ∈ N} form an orthonormal

basis for V .
If we take

z∗(t, x) =

∫ t

0
ξ(t, s, z(s, x)) ds

and

f (t, z(t, x), z∗(t, x))

= f

(
t, z(t, x),

∫ t

0
ξ(t, s, z(s, x)) ds

)
= (1 + t2) + k0t

a0

(
z(t, x) +

∫ t

0
k1
(
t2 + s2

)
sa1

· cos(ts) cos(1 + z(s, x)) ds

)
,

where

ξ(t, s, z(s, x)) = k1
(
t2 + s2

)
sa1 cos(ts) cos(1+z(s, x))

and ai ≥ 1 − κ, i = 0, 1. Then (A2), (A3) and

(A6) are satisfied with λf = λ′
f = λ̂f = |k0|.

Also, the conditions (A4) and (A7) are satisfied

with λξ = λ̂ξ = 4|k1|.
Now,

∥ξ(t, s, z(s, ·))∥ ≤ |k1|
(
1 + s2

)
sa1

= Θ(s) ∈ Lp([0, 1];R+).

Hence (A5) is satisfied. If we choose the constants
k0 and k1 small enough so that (A9) is satisfied,
then from Theorem 2, the approximate controlla-
bility of (4) follows.
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1. Introduction

Modeling problems and natural phenomena in
various sciences such as chemistry, physics,
biology and even economics with the help
of mathematics [1], and especially with using
fractional calculus [2–8], has been welcomed
by scientists. This has led to the emergence
of various fractional equations, such as partial
differential equations of fractional orders. Also,
to improve the results and increase the accuracy
of the presented models, different definitions
of fractional derivatives were presented. For
more details see [9–12]. Solving these problems
exactly in many situations are impossible and
it is necessary that some acceptable schemes
are implemented to provide their approximate
solution.

Glioblastoma tumor is an aggressive type of
cancer that can develop in the brain, but the
brain type is more common. The structure of this

tumor is made up of cells called astrocytes that
support the nerve cells of the brain. This cancer
can occur at any age, but it is more common
in the elderly. Therefore, the treatment of this
tumor requires more detailed studies and better
understanding of the tumor. One of these types of
studies is the mathematical modeling of this brain
tumor. For this reason, a model based on the two
main components of cancer cell proliferation and
dissemination for tumor growth and based on the
Burgess equation was presented in [13] and [14].
For more details regarding the recent history of
fractional calculus and brain models the reader is
advised to consult the research works presented
in [15] and [16].

The main two dimensional model provided for this
issue is as follows [13]:

∂B(e, r)

∂r
= D∇2B(e, r) + ρB(e, r), (1)

*Corresponding Author
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where D, ∂rB(e, r), ∇2B(e, r) and B(e, r) denote
the diffusion coefficient expressed as cm2 per day,
change of tumor cell density, diffusion of tumor
cells and cell density at time t, respectively. Also
ρ is rate of growth of cells. It should be noted that
according to the two dimensional model presented
in Eq. (1), the rate of change in tumor cell density
is equal to the total rate of tumor cell proliferation
and tumor cell growth.

In [13], Eq. (1) is given by

∂rB(e, r) = D
1

e2
∂e
(
e2∂eB(e, r)

)
+ρB(e, r). (2)

By adding a parameter based on killing to the Eq.
(2), the following equation will be obtain [14]:

∂rB(e, r) = D 1
e2
∂e
(
e2∂eB(e, r)

)
+ρB(e, r)− krB(e, r).

(3)

Eq. (3) can be written as follows:

∂rB(e, r) = D
(
∂eeB(e, r)

+
2

e
∂eB(e, r)

)
+(ρ− kr)B(e, r).

(4)

Suppose that t = 2Dr, x = e and Φ(x, t) =
uB(e, r). Therefore, we have

∂r

∂t
=

1

2D
, (5)

∂tΦ(x, t) = x∂tB(x, r) =
x

2D
∂rB(x, r), (6)

∂xΦ(x, t) = x∂xB(x, r) +B(x, r), (7)

∂xxΦ(x, t) = x∂xxB(x, r) + 2∂xB(x, r). (8)

From Eqs. (6-8), one will set

∂rB(x, r) =
2D

x
∂tΦ(x, t),

∂xB(x, r) =
1

x

(
∂xΦ(x, t)−B(x, r)

)
,

∂xxB(x, r) =
1

x

(
∂xxΦ(x, t)− 2∂xB(x, r)

)
.

Thus, Eq. (4) becomes to

∂tΦ(x, t) =
1

2
∂xxΦ(x, t) +

ρ− kt
2D

Φ(x, t). (9)

Let S(x, t) = ρ−kt
2D Φ(x, t) and suppose that

Φ(x, t0) is initial growth profile. Then, the
following model is achieved:

∂tΦ(x, t) =
1

2
∂xxΦ(x, t) + S(x, t), (10)

Φ(x, t0) = ξ(x), x, t ∈ (a, b).

The fractional model of Eq. (10) can be expressed
as follows:

∂ς
tΦ(x, t) =

1

2
∂xxΦ(x, t) + S(x, t), (11)

Φ(x, t0) = ξ(x),

where ∂ς
t denotes the fractional Caputo derivative

of order 0 < ς ≤ 1 which be defined in the
follow-up.

Remark 1. In Eq. (11), S(x, t) can be linear or
nonlinear. Here, the Newton’s method is used to
estimate the roots of the given equation.

2. Preliminaries and notations

Definition 1. The fractional Caputo derivative
of order ς is defined by

Dς
tΦ(x, t) =

1

Γ(n− ς)

∫ t

0

Φ(n)(x, s)

(t− s)ς−1+n
ds,

n− 1 < ς < n, n ∈ N. (12)

For more details about fractional derivatives,
readers can refer to [11].

Definition 2. [17] The OBP of order M is
defined as follows:

BM (t) =
√
2M + 1

M∑
j=0

(−1)j
(
M

j

)(
2M − j

M − j

)
tM−j ,

(13)

where M = 0, 1, 2, · · · .

Therefore

∫ 1

0
Br(u)Bs(u)du =

{
1, r = s,

0, otherwise.
(14)

Note: The function Φ(t) ∈ L2(0, 1) can be
expanded in terms of OBPs as follows:

Φ(t) =

M∑
i=0

qiBi(t) = QTB(t), (15)

where Q = [q0, q1, . . . , qM ]T and B(t) =
[B0(t),B1(t), . . . ,BM (t)]T , with

qr =

∫ 1

0
Φ(u)Br(u)du. (16)
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Definition 3. [17] Two dimensional OBP of
order M,N is defined in the following form

BM,N (x, t) = BM (x)BN (t), M,N = 0, 1, 2, · · · .
(17)

Therefore

∫ 1
0

∫ 1
0 Bm,n(x, t)Bp,q(x, t)dxdt =

{
1, m = p, n = q,

0, otherwise.

(18)

Consequently, a two variables function Φ(x, t) ∈
L2
(
(0, 1) × (0, 1)

)
can be approximated in terms

of OBPs as follows:

Φ(x, t) ≃
M∑
r=0

M∑
s=0

qr,sBr(x)Bs(t) = BT (x)QB(t),

(19)

where Q = [qij ](m+1)×(m+1), i, j = 0, 1, · · · ,m
and

qij =

∫ 1

0

∫ 1

0
Bi(u)Q(u, v)Bj(v)dvdu. (20)

Assume now that
B(u) = [B0(u),B1(u), · · · ,Bm(u)]T .

Now, as a direct consequence of Eq. (13), we get

B(s) = ATM (s), (21)

where

TM (s) = [1, s, · · · , sM ]T , (22)

and A(m+1)×(m+1) is signified by


(−1)0

(
0
0

)(
0
0

)
0 . . . 0

(−1)1
√
3
(
1
1

)(
1
0

)
(−1)0

√
3
(
1
0

)(
2
1

)
. . . 0

...
...

...
...

(−1)m
√
2m+ 1

(
m
m

)(
m
0

)
(−1)m−1

√
2m+ 1

(
m

m−1

)(
m+1
1

)
. . . (−1)0

√
2m+ 1

(
m
0

)(
2m
m

)
 ,

(23)

Since det(A) ̸= 0, therefore

TM (s) = A−1B(s). (24)

Taking the derivative of vector B(t), we will have

d

dt
B(t) = DB(t), (25)

where

R−1DR =


0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 2 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · M 0

 ,

and R = [rij ], i, j = 0, 1, . . . ,M, and

ri,j =

{(
i
j

)
Bi−j , i ≥ j,

0, i < j.

Also, for s ≥ 2, we have

ds

dts
B(t) = DsB(t). (26)

Therefore

Dτ
t β(t) ≃ Dsβ(t), (27)

where

Λζ =


0 0 · · · 0

Ω1,0,k Ω1,1,k · · · Ω1,M,k

Ω2,0,k Ω2,1,k · · · Ω2,M,k
...

...
. . .

...
ΩM,0,k ΩM,1,k · · · ΩM,M,k

 ,

and

Ωi,j,k =
i∑

k=1

wi,kσk,j
Γ(k + 1)

Γ(k − ζ + 1)
,

ωi,k =

(
i
k

)
βi−k, (28)

Let B(t) be the orthonormal Bernoulli vector
defined in Eq. (15) and suppose that ς > 0. Thus,
by using Eqs. (13) and the Caputo’s fractional
differentiation, DςBm(t) is equal to

√
2m+ 1

m∑
i=0

(−1)i
(

i

m

)(
2m− i

m− i

)
Dς(tm−i)

=
√
2m+ 1

m∑
i=⌈ς⌉

(−1)i
(

i

m

)(
2m− i

m− i

)
Γ(m− i+ 1)

Γ(m− i− ς + 1)
tm−i−ς ,

(29)

where p = 0, 1, · · · ,m.

Approximating tj with j = m− i− ς by means of
the orthonormal Bernoulli, leads to:

tj ≃
M∑
r=0

qr,jBr(t). (30)

Hence, qr,j =
∫ 1
0 tjBr(t)dt and is equal to

√
2r + 1

r∑
k=0

(−1)k
(
r

k

)(
2r − k

r − k

)
1

j + r − k + 1
.

Therefore DςBm(t) can be approximated as
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m∑
i=⌈ς⌉

√
2m+ 1(−1)i

(
m

i

)(
2m− i

m− i

)
Γ(m− i+ 1)

Γ(m− i− ς + 1)

N∑
r=0

qr,jBr(t)

=
N∑
r=0

√
2m+ 1

m∑
i=⌈ς⌉

(−1)i
(
m

i

)(
2m− i

m− i

)
Γ(m− i+ 1)

Γ(m− i− ς + 1)
qr,j


×Br(t)

=
N∑
r=0

 m∑
i=⌈ς⌉

ωm,i,j,r

Br(t),

(31)

where ωm,i,j,r is given by

√
2m+ 1(−1)i

(
m
i

)(
2m−i
m−i

) Γ(m− i+ 1)

Γ(m− i− ς + 1)
qr,j .

(32)

Let us rewrite Eq. (31) in the vector form

DςBp(t) ≃
[ m∑
i=⌈ς⌉

ωp,i,j,0,

m∑
i=⌈ς⌉

ωp,i,j,1,

...,

m∑
i=⌈ς⌉

ωp,i,j,m

]
ϕ(v),

(33)

where p = 0, 1, · · · ,m. In other words

DςB(v) ≃ D(ς)B(v), (34)

where D(ς) is as follows



m
Σ

i=⌈ς⌉
w0,i,j,0

m
Σ

i=⌈ς⌉
w0,i,j,1 . . .

m
Σ

i=⌈ς⌉
w0,i,j,m

...
... . . .

...
m
Σ

i=⌈ς⌉
wi,i,j,0

m
Σ

i=⌈ς⌉
wi,i,j,1 . . .

m
Σ

i=⌈ς⌉
wi,i,j,m

...
... . . .

...
m
Σ

i=⌈ς⌉
wm,i,j,0

m
Σ

i=⌈ς⌉
wm,i,j,1 . . .

m
Σ

i=⌈ς⌉
wm,i,j,m


.

(35)

Lemma 1. Let ς > 0, then Dς
vB(u, v) is

approximated as D̂
(ς)
v B(u, v) where D̂

(ς)
t = I ⊗

D(ς), and I(m+1)×(m+1) is the identity matrix.
Here ⊗ is Kronecker product.

Proof. Using Eq. (34) we take

∂ςB(u, v)
∂vς

=
∂ς(B(u)⊗ B(v))

∂vς

= (IB(u))⊗ (D(ς)B(v))
= (I ⊗D(ς))(B(u)⊗ B(v))
:= D̂(ς)

v B(u, v). (36)

□

3. Error analysis

Theorem 1. Suppose that ϕm(t) = QTB(t) where
Q = [q0, q1, · · · , qm]T , is an approximation of a
continuous function ϕ(t) on [0, 1] by the OBPs.
Then, the coefficients qn for n = 0, 1, · · · ,m are
bounded as follows:

| qn |≤ Θn, (37)

where

Θn = ρ
√
2n+ 1

n∑
l=0

(
n

l

)(
2n− l

n− l

)
, (38)

here ρ ∈ R+ and | ϕ(t) |⩽ ρ.

Proof. Using the OBP, ϕ(t) can be approximated
in the following form

ϕ(t) = ϕm(t) =

m∑
n=0

qnBr(t),

where qn can be determined by

qn =

∫ 1

0
ϕ(t)Bn(t)dt

=

∫ 1

0
ϕ(t)

√
2n+ 1

n∑
l=0

(−1)l
(
n

l

)(
2n− l

n− l

)
tn−ldt

=
√
2n+ 1

n∑
l=0

(−1)l
(
n

l

)(
2n− l

n− l

)∫ 1

0
ϕ(t)tn−ldt.

(39)

Since ϕ(t) is continuous on [0, 1], then based on
the maximum-minimum Theorem one will set

∃ ρ > 0, ∀t ∈ [0, 1], | ϕ(t) |< ρ.

Thus, we will have

| qn |≤ ρ
√
2n+ 1

n∑
l=0

(−1)l
(
n

l

)(
2n− l

n− l

)
. (40)

□

Theorem 2. Suppose that ϕm(t) = QTB(t) is an
approximation of a continuous function ϕ(t) on
[0, 1] by the OBPs. Then, the error bound is as
follows:

∥ ϕ(t)− ϕm(t) ∥2≤

( ∞∑
i=m+1

Θ2
i

)1

2
, (41)

which Θ is presented in Eq. (38).

Proof. Suppose that ϕ(t) =
∑∞

i=0 ziBi(t) and
ϕm(t) =

∑m
i=0 ziBi(t). Therefore
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ϕ(t)− ϕm(t) =
∞∑

i=m+1

qiBi(t). (42)

Since
∫ 1
0 Bi(t)Bj(t)dt = δij , then

∥ ϕ(t)− ϕm(t) ∥22 =
∫ 1

0
|ϕ(t)− ϕm(t)|2dt

=

∫ 1

0
|

∞∑
i=m+1

qiBi(t)|2dt

=
∞∑

i=m+1

q2i ≤
∞∑

i=m+1

Θ2
i .

(43)

□

Theorem 3. [17] Suppose ϕm(u, v) = QTB(u, v)
is the best approximation for ϕ(u, v) by the two
dimensional OBP. Then, we have

∥ ϕ(u, v)− ϕm(u, v) ∥2= O(
1

(m+ 1)!22m+1
),

(44)

which means that if m −→ ∞, then ϕm(u, v) −→
ϕ(u, v). Here, O is a big-O notation.

Corollary 1. [17] By an argument similar to
Theorem (3), we have the convergence

∥ ϕ(u, v)− ϕm(u, v) ∥2≤
ρ

(m+ 1)!22m+1
, (45)

where ρ is defined as above.

Now, according to the stated theorem, we give the
numerical results section.

4. Method in action and numerical
overviews

In this section, we propose a numerical scheme
based on collocation method and operational
matrices to approximate the solution of (11). At
first, we can approximate the solution of (11) via
OBPs as follows:

Q(x, t) ≃
M∑
r=0

M∑
s=0

qr,sBr(x)Bs(t) = BT (x)QB(t).

(46)

Then, by using ∂ς
t on both sides of (46), we have

∂ς
tQ(x, t) ≃ BT (x)Q∆ςB(t). (47)

In other words, we get

∂xxQ(x, t) ≃
(
D2B(x)

)TQB(t). (48)

Now, by substituting (47) and (48) into (11), we
will have

BT (x)Q∆ςB(t) = 1

2

(
D2B(x)

)TQB(t) + S(x, t).

(49)

From (46), the initial condition can be expressed
as follows:

BT (x)QB(0) ≃ ξ(x). (50)

If we collocate (49) and (50) at the points xi =
i
M , i = 0, 1, . . . ,M, and tj = j

M , j = 1, 2, . . . ,M ,
we have the following system of equations


BT (xi)Q∆ςB(tj) = 1

2

(
D2B(xi)

)TQB(tj) + S(xi, tj),

BT (xi)QB(0) ≃ ξ(xi).

(51)

By solving this system with the help of Matlab
software and Newton’s method, the values of Q
can be obtained and then by inserting in Eq.
(46), the approximate solution of this model is
achieved.

In the following, to show the effectiveness of
the proposed technique, numerical results for two
examples are reported. Matlab software was used
to obtain these results.

Example 1. Consider the following equation
[18]:

∂ς
tQ(x, t) = ∂xxQ(x, t) +Q(x, t) + Γ(2 + ς)ext,

(52)

where 
Q(x, 0) = 0, for 0 ≤ x ≤ 1,

Q(0, t) = t1+ς ,

Q(1, t) = et1+ς , for t > 0,

0 < ς ≤ 1,

(53)

and the exact solution is

Q(x, t) = ext1+ς . (54)
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Figure 1. The absolute errors for
ς = 0.2, 0.5, 1 and M = 5 in Example
1.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x

0.4

0.6

0.8

1

1.2

Q
(x

,0
.5

)

ς

exact solution

approximate solution

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

x

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Q
(x

,0
.5

)

ς

exact solution

approximate solution

Figure 2. Comparison of analytical
answer and approximate answer in
Example 1 for different values of ς.

Table 1. Comparing L∞-errors of
Example 1 where t = 0.5 and ς = 0.5
for different values of h.

h [18] Proposed method
0.25 1.2× 10−3 3.4× 10−5

0.125 3.9× 10−4 1.3× 10−5

0.0625 1.1× 10−4 7.5× 10−6

Fig. 1, shows the absolute errors for different
values of ς andM = 5. A comparison of analytical
answers and approximate answers for ς = 0.2, 0.5,
M = 10 and t = 0.5 is presented in Fig. 2.
Also, in Table 1, a comparison is made between
the B-spline wavelet operational method and our
proposed method. The findings from this example
demonstrate that the results are promising.

Example 2. Consider the following equation
[13]:

∂ς
tQ(x, t) =

1

2
∂xxQ(x, t) +

1

2
Q(x, t).

For this equation in the fractional state, no exact
solution has been reported, but for ς = 1, the
initial conditions have been considered so that its
exact solution is ex+t. The obtained results of
the maximum absolute error for x = 1 and for
different values of t and ς are reported in Table
2. Comparison of the maximum absolute error by
different values of ς is presented in Fig. 3 and is
sorted in Table 2, where M = 10.
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Figure 3. The absolute error of
Example 2 for different values of ς
where M = 10.
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Table 2. Comparison of the maximum absolute error of Example 2 with setting x = 1 and for
different values of t and ς.

ς t = 0.1 t = 0.3 t = 0.5 t = 0.7 t = 0.9
ς = 0.7 2.73768× 10−1 6.29163× 10−1 8.83953× 10−1 0.11094× 10−1 0.13240× 10−1

ς = 0.8 1.40599× 10−1 3.63106× 10−1 5.27557× 10−1 6.75506× 10−1 8.18971× 10−1

ς = 0.85 8.79442× 10−2 2.48710× 10−1 3.70498× 10−1 4.80560× 10−1 5.86404× 10−1

ς = 0.9 4.52923× 10−2 1.48283× 10−1 2.26811× 10−1 2.98218× 10−1 3.67948× 10−1

ς = 0.95 1.24112× 10−2 6.11041× 10−2 9.89665× 10−2 1.33438× 10−1 1.66726× 10−1

ς = 0.97 3.65980× 10−3 3.20476× 10−2 5.41044× 10−2 7.41701× 10−2 9.36426× 10−2

ς = 0.99 6.58061× 10−4 8.44130× 10−3 1.54557× 10−2 2.17713× 10−2 2.78533× 10−2

ς = 0.999 1.89218× 10−4 6.98058× 10−4 1.36302× 10−3 1.91338× 10−3 2.32859× 10−3

ς = 0.9999 2.08184× 10−5 6.61829× 10−5 1.20376× 10−4 1.20065× 10−4 9.60039× 10−6

ς = 1 1.70126× 10−8 1.53014× 10−6 1.58226× 10−5 7.91219× 10−5 2.73071× 10−4

5. Concluding remarks

Glioblastoma tumor is an aggressive type of
cancer that can develop in the brain but the
brain type is more common. The structure of
this tumor is made up of cells called astrocytes
that support the nerve cells of the brain. This
cancer can occur at any age, but it is more
common in the elderly. Therefore, the treatment
of this tumor requires more detailed studies and
better understanding of the tumor. One of these
types of studies is the mathematical modeling
of this brain tumor. For this reason, a model
based on the two main components of cancer cell
proliferation and dissemination for tumor growth
and based on the Burgess equation was presented
(for more details see [13] and the references
therein). In this study, using Caputo’s derivative,
a mathematical instrument was investigated to
analysis this tumor case. The analytical solution
of this model is not an easy task, so in this study,
a numerical approach based on the operational
matrix of conventional OBPs has been thoroughly
used to estimate the solution of the proposed
model. One of the advantages of this idea is to
obtain the derivative of the fraction in matrix
form, which makes calculations easier. Also, by
using this technique, the problem under the study
is converted to a system of nonlinear algebraic
equations which was solved via Newton’s method.
In Table 1 and Table 2 we compare our method
with Bernoulli polynomials operational method
in Ref. [13] and B-spline wavelet operational
method in Ref. [18]. Examination of these
results show that the proposed method provides
a more accurate answer than similar methods. In
other words, the obtained results are interesting,
promising and can be extended for other scientific
models.
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 Additive manufacturing is a rapidly growing technology shaping the future of 

manufacturing. In an increasingly competitive economy, additive manufacturing 

can help businesses to remain agile, innovative, and sustainable. This paper 

introduces the multi-site additive manufacturing (AM) machine scheduling 

problem considering carbon emissions caused by production and transportation. A 

mixed-integer linear programming model is developed aiming to optimise two 

separate objectives addressing economic and environmental sustainability in a 

multiple unrelated AM machine environment. The former is the total cost caused 

by production, transportation, set-up and tardiness penalty and the latter is the total 

amount of carbon emissions caused by production and transportation. The model 

is coded in Python and solved by Gurobi Optimizer. A numerical example is 

provided to represent the basic characteristics of the problem and show the 

necessity of the proposed framework. A comprehensive computational study is 

conducted under 600s and 1800s time limits for two main scenarios and the results 

have been elaborated. This article introduces the concept of considering both 

economic and environmental sustainability caused by production and 

transportation, proposing the first mathematical model and measuring its 

performance through a comprehensive experimental study. 
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1. Introduction 

Additive manufacturing (AM) has a wide range of 

application areas from automotive to aeronautics and 

healthcare. Several AM techniques have been 

developed based on the idea that the parts are 3D 

modelled and fabricated layer-by-layer based on the 

cross sections of the computer-aided design model. 

Thus, it is also referred to as 3D printing. Compared to 

the traditional subtractive manufacturing methods, AM 

technologies utilise production by additively releasing 

materials [1].  

AM has a significant role in today's competitive 

economy for several reasons. Firstly, it enables the 

production of complex geometries which otherwise 

difficult or even impossible via traditional methods. 

That also helps integrate multiple parts into a single 

component, reducing assembly processes and 

increasing product strength and durability [2]. The 

geometry flexibility that AM provides allows a higher 

degree of customization without incurring additional 

costs. This has been particularly useful in sectors like 

medical devices, where patient-specific products can be 

produced. Secondly, companies can print products on-

demand rather than mass-producing and storing them 

in inventory, which saves storage space and costs, and 

reduces the risk of products becoming obsolete. 

Another cost advantage is gained by eliminating 

expensive moulds, tools and machine setups.  

Thirdly, rapid prototyping is possible with additive 

manufacturing which significantly reduces the time to 

market. Moreover, the nature of the production that AM 

utilises results in significantly less waste compared to 

subtractive methods, which carve out parts from larger 

blocks of material. Also, the carbon footprint 

associated with the transport of goods can be reduced 

thanks to locally printed parts. Hence, all these 

advantages are related to the environment as well as the 

economic benefits and flexibility.  

The recent pandemic has also highlighted the 

importance of the resilience of supply chains and the 

vulnerability of global supply chains. With additive 

manufacturing, companies can manufacture parts in-

house or domestically, decreasing dependence on 

international suppliers, and increasing resilience [3, 4].  

http://www.ams.org/msc/msc2010.html
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Efficient planning and scheduling of AM machines can 

lead to significant improvements in productivity, cost-

efficiency, quality, and customer satisfaction. This is 

achieved through more effective resource use, reduced 

waste, improved delivery times, and enhanced 

flexibility and responsiveness to change. This paper 

addresses the AM machine scheduling problem where 

unrelated AM machines are dispersively located at 

different factory plants. The AM technology 

considered in this paper is selective laser melting 

(SLM) which uses a high-power laser beam to fuse fine 

metallic powders to create a high-density part with 

complex geometries. As a unique contribution to the 

field, a multi-objective mathematical model is 

developed to minimise total cost as well as total amount 

of carbon emissions (TCE), both caused by production 

and transportation.  

The rest of the manuscript is organised as follows. 

Section 2 reviews the literature on the AM machine 

scheduling problem. Section 3 describes the main 

characteristics of the problem and presents the 

mathematical model developed. The results of the 

experimental study are provided in Section 4 and the 

paper is concluded in Section 5.  

2. Related work 

AM is an emerging field that attracts both academics 

and practitioners. The literature on the AM technology 

addressed in this paper, i.e. SLM, is rather extensive. 

Recently, a thorough examination and analysis of the 

key parameters affecting the SLM manufacturing 

process of difficult-to-cut alloys has been conducted 

based on an extensive review of the existing literature 

by Pimenov et al. [5]. Li et al. [6] proposed a new 

design method to concurrently achieve lightweight and 

self-sustaining design for SLM processes. However, 

the number of studies on the efficient planning and 

scheduling of these SLM machines is still limited.  

As pioneering works on planning and scheduling of 

AM machines, Kucukkoc et al. [7] aimed to maximise 

the utilisation of AM machines, and Li et al. [2] focused 

on the minimisation of average cost by proposing a 

mathematical model as well as two constructive 

heuristics. Several researchers have followed these 

works, as will be summarised hereafter.  

Chergui et al. [8] simultaneously addressed the 

scheduling and nesting problems in AM and proposed 

a heuristic algorithm to satisfy due dates. Kucukkoc et 

al. [9] proposed a genetic algorithm (GA) approach to 

minimise maximum lateness in a multiple heterogenous 

AM machine environment.  Kucukkoc [1] aimed to 

minimise makespan in single, parallel identical and 

parallel unrelated AM machine scheduling problems 

through a MILP model developed. Li et al. [10] 

combined the order acceptance problem with the 

scheduling problem of SLM machines and proposed a 

dynamic and strategy-based decision-making 

approach. Kapadia et al. [11] have also studied the 

order acceptance and scheduling problem under such a 

condition that orders can be accepted fully or partially 

and proposed a GA to maximise profit. Zhang et al. [12] 

integrated the irregular packing constraints into the AM 

machine scheduling problem and proposed an 

improved evolutionary algorithm. Kucukkoc [13] 

showed the necessity of considering nesting and 

scheduling problems together to get applicable as well 

as better scheduling solutions.  

Altekin and Bukchin [14] showed the necessity of 

considering cost and makespan objectives 

simultaneously and proposed a multi-objective 

optimisation approach to investigate the trade-off in 

between. Kucukkoc et al. [15] aimed to minimise the 

total tardiness in a parallel unrelated AM machine 

environment and proposed a GA-based approach. 

Alicastro et al. [16] aimed to minimise makespan via a 

reinforcement learning iterated local search algorithm 

in a multiple identical/non-identical AM machine 

environment. Another study addressing the makespan 

as well as total tardiness is conducted by Rohaninejad 

et al. [17], who developed a hybrid non-dominated 

sorting GA-based metaheuristic in addition to a bi-

objective model. Arık [18] combined the AM machine 

scheduling problem with the planning of post-

processing assembly operations and proposed a MILP 

model as well as a local search heuristic.  

Hu et al. [19] solved the AM machine scheduling 

problem using MILP and an adaptive large 

neighbourhood search algorithm considering two-

dimensional nesting and unequal part release times. Wu 

et al. [20] addressed the cloud-based 3D printing 

problem and proposed a heuristic algorithm for the 

scheduling of orders received through the cloud-based 

platform. Oh et al. [21] presented a taxonomy and 

comprehensive review of the nesting and scheduling 

problem in AM. 

Different from the common approach caused by the 

nature of the AM machine scheduling problem, Kim 

and Kim [22] addressed the problem by considering the 

maximum processing time of parts when calculating 

the processing time of a batch. They proposed three 

meta-heuristics to minimise makespan considering 

sequence-dependent set-up times.  

Che et al. [23] introduced the part orientation problem 

into the AM machine scheduling and proposed a MILP 

model as well as a simulated annealing algorithm for 

solving it. Oh and Cho [24] addressed the AM machine 

scheduling problem within a flow-shop environment 

considering both the build and post processes 

simultaneously. A mixed-integer programme was also 

proposed to minimise makespan for different 

scheduling policies. Ying et al. [25] proposed an 

adjusted iterated greedy search algorithm to solve the 

single AM machine scheduling problem. Zipfel et al. 

[26] proposed an iterated local search algorithm for 

customer order scheduling in additive manufacturing 

focusing on the total weighted tardiness of orders. 

Kucukkoc [27] considered the batch delivery of parts 

belonging to several customers when solving the 
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multiple AM machine scheduling problem. Ying and 

Lin [28] attempted to minimise makespan in parallel 

AM machine scheduling problem with a two-stage 

assembly process. Lee and Kim [29] focused on the 3D 

rotation of parts and aimed to minimise makespan in 

parallel AM machine scheduling problem with 2D 

nesting constraints.  

Dwivedi et al. [30] introduced the simultaneous 

production and transportation problem where the route 

of a mobile AM-installed vehicle is optimised 

considering the delivery due dates of customer orders. 

Exact and heuristic solution approaches were 

developed and their effectiveness has been tested 

through computational tests. Zehetner and Gansterer 

[31] addressed the multi-site AM machine scheduling 

problem to minimise the total cost accumulated by 

production, inventory, setup and transportation. 

Although production scheduling and transportation 

problems have been integrated into other domains of 

scheduling literature [32-34], it has not been handled 

properly in the AM machine scheduling field. As seen 

from the survey given above, there is only one study 

which addresses the multi-site AM machine scheduling 

problem, by Zehetner and Gansterer [31]. However, 

Zehetner and Gansterer [31] only focused on the cost 

including transportation. In our work, we address the 

multi-site AM machine scheduling problem and 

employ a new objective function related to the sum of 

carbon emissions caused by production and 

transportation. Therefore, this study contributes to the 

literature by introducing the multi-site AM machine 

scheduling problem considering carbon emissions and 

proposing a MILP model for solving it. AM machines 

are unrelated (having different processing speed-, cost- 

and emission-related parameters) and orders received 

from geographically dispersed customers have certain 

tardiness penalty costs.  

3. Problem definition 

Part orders (𝑖 ∈ 𝐼) received from customers (𝑢 ∈ 𝑈) are 

assigned to machines (𝑚 ∈ 𝑀) located at 

geographically dispersed factory plants (𝑝 ∈ 𝑃) and 

allocated to batches (𝑗 ∈ 𝐽) to be produced sequentially. 

They are shipped to customers after production, in such 

a concept of on-demand production. The schematic 

representation of the addressed problem is given in 

Figure 1. Note that the numbers of plants, customers, 

part orders and machines provided in the figure are just 

for illustration purposes and they may vary in the 

practical applications.  

Each part has a volume (𝑣𝑖), area (𝑎𝑖),  height (ℎ𝑖),  due 

date (𝑑𝑑𝑖) and tardiness penalty cost (𝑑𝑐𝑖). Each 

machine’s build platform has a maximum supported 

area (𝐴𝑚) and height (𝐻𝑚). Machines require different 

times to set-up (𝑠𝑒𝑡𝑚), release per unit volume of 

material (𝑣𝑡𝑚) and powder-layering (𝑟𝑡𝑚). As the 

machines have different specifications, they cause 

different amounts of 𝐶𝑂2 equivalent emissions during 

production.  

Batches are constituted of different combinations of 

parts seeking the main objective of the problem. As 

already done in the literature, the total volume and the 

maximum height of the parts are used to calculate the 

processing time of a batch in this paper as well. Hence, 

grouping parts with similar heights together may 

reduce the processing time. That yields reduced 

production costs and production emissions.  However, 

as introduced in this paper, if there is more than one 

plant at which the machines are utilised, this approach 

might ignore additional costs and carbon emissions 

caused by transportation. That is because the solution 

that minimises the processing time-related measures 

(i.e. makespan or cost) does not necessarily minimise 

the delivery-related metrics such as transportation cost 

and transportation emissions. Therefore, a more 

sophisticated holistic approach is required to deal with 

all these considerations effectively. For this aim, a 

mixed-integer mathematical model is developed with 

two different objectives considering economic aspects 

and environmental sustainability.      

 

 

Figure 1. The schematic representation of the addressed problem
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It was justified by Kucukkoc [1] that scheduling 

parallel AM machines to minimise makespan is 

strongly NP-hard, having additional complexities over 

classical batch scheduling problems. This is because 

the processing time of a batch is calculated via a 

function [1, 2]. Moreover, this paper focuses on total 

cost (instead of makespan) integrating the 

transportation problem in terms of both total cost and 

emission aspects, which increases the complexity of the 

problem even more. 

The following subsection presents the model 

developed, followed by a numerical example.  

3.1. Mathematical model 

The mathematical model is developed over the work by 

Li et al. [2] and Kucukkoc [1]. It has two objectives, 

such that 𝑓1 aims to minimise the total cost and 𝑓2 aims 

to minimise the total amount of carbon emissions, i.e. 

TCE. The notation, parameters and decision variables 

are given below, followed by the model. 

 

Notation: 

𝑖 : part index, where 𝑖 ∈ 𝐼 

𝑗 : batch index, where 𝑗 ∈ 𝐽 

𝑚 : machine index, where 𝑚 ∈ 𝑀 

𝑢 : customer index, where 𝑢 ∈ 𝑈 

𝑝 : factory plant index, where 𝑝 ∈ 𝑃 

 

Parameters: 

𝑑𝑖𝑠𝑝𝑢 : distance between factory plant 𝑝 and 

customer 𝑢 

𝑃𝑝
𝑀 : the set of machines available at factory 

plant 𝑝 

𝑈𝑢
𝐼  : the set of parts belonging to customer 𝑢 

ℎ𝑖 : the height of part 𝑖 

𝑎𝑖 : the area of part 𝑖 

𝑣𝑖 : the volume of part 𝑖 

𝑑𝑑𝑖  : the due date of part 𝑖 

𝑑𝑐𝑖 : unit tardiness penalty cost for part 𝑖 

𝐴𝑚 : the area of machine 𝑚’s build platform 

𝐻𝑚 : the maximum height of a part that can be 

built on machine 𝑚 

𝑣𝑡𝑚 : the time required to form per unit volume of 

material on machine 𝑚 

𝑟𝑡𝑚 : the unit recoating (powder-layering) time on 

machine 𝑚, (the layer height unit is 

assumed to be the same with that used for 

the part height) 

𝑠𝑒𝑡𝑚 : the time needed to set-up machine 𝑚 

𝜏𝑚 : unit time cost for machine 𝑚 

𝜓 : a large enough positive number 

𝑢𝑛𝑖𝑡𝑇𝐶 : unit transportation cost 

ℎ𝑐 : unit time cost for human work 

𝜀𝑇𝑟 : unit carbon emissions amount released to 

transport per volume of part per 𝑘𝑚  

𝜀𝑚
𝑃𝑟 : unit carbon emissions amount released by 

machine 𝑚 per unit time  

 

Decision variables: 

𝑋𝑖𝑗𝑚 : 1, if part 𝑖 is allocated to batch 𝑗 on machine 

𝑚; 0, otherwise 

𝑌𝑗𝑚 : 1, if batch 𝑗 on machine 𝑚 is utilised; 0, 

otherwise 

𝑃𝐶𝑗𝑚 : production cost for batch 𝑗 on machine 𝑚 

𝑆𝐶𝑗𝑚 : set-up cost for batch 𝑗 on machine 𝑚 

𝐻𝑒𝑗𝑚 : the maximum height of the parts allocated 

to batch 𝑗 on machine 𝑚 

𝑣𝑜𝑙𝑗𝑚 : the total volume of the parts assigned to 

batch 𝑗 on machine 𝑚 

𝑇𝐶𝑢 : total transportation cost for customer 𝑢 

𝑇𝑉𝑝𝑢 : total volume transported from factory plant 

𝑝 to customer 𝑢 

𝑐𝑡𝑖 : completion time of part 𝑖 

𝑡𝑡𝑖 : tardiness of part 𝑖 

𝑠𝑗𝑚 : starting time of batch 𝑗 on machine 𝑚 

𝑝𝑗𝑚 : processing time of batch 𝑗 on machine 𝑚 

𝑐𝑗𝑚 : completion time of batch 𝑗 on machine 𝑚 

𝑇𝐸𝑝𝑢 : carbon emissions caused by transportation 

from factory plant 𝑝 to customer 𝑢 

𝑃𝐸𝑚 : carbon emissons caused by production on 

machine 𝑚 
 

Objective functions: 

𝑀𝑖𝑛 𝑓1 = ∑ ∑ (𝑃𝐶𝑗𝑚 + 𝑆𝐶𝑗𝑚)

𝑚∈𝑀𝑗∈𝐽

+ ∑ 𝑇𝐶𝑢

𝑢∈𝑈

+ ∑ 𝑑𝑐𝑖𝑡𝑡𝑖

𝑖∈𝐼

 

(1) 

𝑀𝑖𝑛 𝑓2 = ∑ ∑ 𝑇𝐸𝑝𝑢

𝑢∈𝑈𝑝∈𝑃

+ ∑ 𝑃𝐸𝑚

𝑚∈𝑀

 (2) 

 

Subject to: 

∑ ∑ 𝑋𝑖𝑗𝑚

𝑚∈𝑀𝑗∈𝐽

= 1     ∀𝑖 ∈ 𝐼 
(3) 

∑ 𝑋𝑖𝑗𝑚

𝑖∈𝐼

≤ 𝜓𝑌𝑗𝑚      ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 
(4) 

𝑌𝑗𝑚 ≤ ∑ 𝑋𝑖𝑗𝑚

𝑖∈𝐼

     ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 
(5) 

∑ 𝑎𝑖𝑋𝑖𝑗𝑚

𝑖∈𝐼

≤ 𝐴𝑚     ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 
(6) 

𝑃𝐶𝑗𝑚 ≥ 𝑣𝑡𝑚𝜏𝑚𝑣𝑜𝑙𝑗𝑚 + 𝑟𝑡𝑚𝜏𝑚𝐻𝑒𝑗𝑚      ∀𝑗 ∈ 𝐽, 𝑚

∈ 𝑀 

(7) 

𝑆𝐶𝑗𝑚 ≥ 𝑠𝑒𝑡𝑚𝑌𝑗𝑚ℎ𝑐     ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (8) 

𝐻𝑒𝑗𝑚 ≥ ℎ𝑖𝑋𝑖𝑗𝑚     ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (9) 

𝑇𝐶𝑢 ≥ 𝑢𝑛𝑖𝑡𝑇𝐶 ∑ 𝑑𝑖𝑠𝑝𝑢𝑇𝑉𝑝𝑢

𝑝∈𝑃

     ∀𝑢 ∈ 𝑈 
(10) 
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𝑇𝑉𝑝𝑢 ≥ ∑ ∑ ∑ 𝑣𝑖𝑋𝑖𝑗𝑚

𝑚∈𝑃𝑝
𝑀𝑗∈𝐽𝑖∈𝑈𝑢

𝐼

     ∀𝑝 ∈ 𝑃, 𝑢 ∈ 𝑈 
(11) 

𝑡𝑡𝑖 ≥ 𝑐𝑡𝑖 − 𝑑𝑑𝑖      ∀𝑖 ∈ 𝐼 (12) 

𝑐𝑡𝑖 ≥ 𝑐𝑗𝑚 + 𝜓(𝑋𝑖𝑗𝑚 − 1)     ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (13) 

𝑐𝑡𝑖 ≤ 𝑐𝑗𝑚 + 𝜓(1 − 𝑋𝑖𝑗𝑚)     ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (14) 

𝑐𝑗𝑚 ≥ 𝑠𝑗𝑚 + 𝑝𝑗𝑚      ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (15) 

𝑠𝑗𝑚 ≥ 𝑐𝑗−1,𝑚 + 𝑠𝑒𝑡𝑚𝑌𝑗𝑚      ∀𝑗 ∈ 𝐽 𝑎𝑛𝑑 𝑗 > 1, 𝑚

∈ 𝑀 

(16) 

𝑠𝑗𝑚 ≥ 𝑠𝑒𝑡𝑚𝑌𝑗𝑚      ∀𝑗 ∈ 𝐽 𝑎𝑛𝑑 𝑗 = 1, 𝑚 ∈ 𝑀 (17) 

𝑠𝑗𝑚 ≤ 𝜑𝑌𝑗𝑚      ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (18) 

𝑝𝑗𝑚 ≥ 𝑣𝑡𝑚𝑣𝑜𝑙𝑗𝑚 + 𝑟𝑡𝑚𝐻𝑒𝑗𝑚      ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 (19) 

𝑣𝑜𝑙𝑗𝑚 ≥ ∑ 𝑣𝑖𝑋𝑖𝑗𝑚

𝑖∈𝐼

     ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 
(20) 

𝑣𝑜𝑙𝑗𝑚 ≤ 𝜓 ∑ 𝑋𝑖𝑗𝑚

𝑖∈𝐼

     ∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 
(21) 

𝑇𝐸𝑝𝑢 ≥ 𝜀𝑇𝑟𝑑𝑖𝑠𝑝𝑢𝑇𝑉𝑝𝑢     ∀𝑝 ∈ 𝑃, 𝑢 ∈ 𝑈 (22) 

𝑃𝐸𝑚 ≥ 𝜀𝑚
𝑃𝑟 ∑ 𝑝𝑗𝑚

𝑗∈𝐽

     ∀𝑚 ∈ 𝑀 
(23) 

𝑋𝑖𝑗𝑚 ∈ {0,1}    ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 and 

𝑌𝑗𝑚 ∈ {0,1}    𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀  

(24) 

𝑃𝐶𝑗𝑚 , 𝑆𝐶𝑗𝑚, 𝐻𝑒𝑗𝑚 , 𝑠𝑗𝑚, 𝑝𝑗𝑚 , 𝑐𝑗𝑚 , 𝑣𝑜𝑙𝑗𝑚 ≥ 0      

∀𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 

(25) 

𝑇𝑉𝑝𝑢 , 𝑇𝐸𝑝𝑢 ≥ 0     ∀𝑝 ∈ 𝑃, 𝑢 ∈ 𝑈 (26) 

𝑇𝐶𝑢 ≥ 0     ∀𝑢 ∈ 𝑈 (27) 

𝑃𝐸𝑚 ≥ 0     ∀𝑚 ∈ 𝑀 (28) 

𝑡𝑡𝑖, 𝑐𝑡𝑖 ≥ 0     ∀𝑖 ∈ 𝐼 (29) 
 

The objective given in Eq. (1) aims to minimise the 

total cost accumulated from production, set-up, 

transportation and tardiness. The aim of the other 

objective given in Eq. (2) is to minimise the TCE 

calculated considering (i) the transportation of parts 

from plants to customers and (ii) their production on the 

machines. Note that the time consumed when setting up 

the machine is not included in this calculation. Eq. (3) 

ensures that every part is assigned to exactly one batch 

and machine. Eq. (4) prevents assigning a part to a 

batch if the batch is not utilised. Eq. (5) relates the two 

decision variables (𝑌𝑗𝑚 and 𝑋𝑖𝑗𝑚) to each other. Eq. (6) 

satisfies the area capacity of the building platform 

based on the specifications of the AM machines. Eq. (7) 

calculates the production cost of each batch using the 

total volume and the maximum height of the parts 

allocated to that batch. Eq. (8) is to calculate the set-up 

cost of each batch utilised. Eq. (9) gets the maximum 

height of the parts in the batch. Eq. (10) calculates the 

transportation cost for each customer based on the total 

volume of the parts shipped to that customer, which is 

calculated by Eq. (11). Tardiness of each part is 

calculated by Eq. (12), using its completion time (𝑐𝑡𝑖) 

calculated through Eq. (13) and Eq. (14). Note that 

these two constraints are specially formed to avoid non-

linearity as the completion time of the part is gathered 

from the completion time of the batch that the part is 

allocated into. The completion time of a batch is 

obtained from Eq. (15). The start time of a batch is 

calculated by Eq. (16) and Eq. (17) taking the set-up 

time of the batch and completion time of the previous 

batch on the same machine (if any) into account. Eq. 

(18) sets the start time of the batch to zero if the batch 

is not utilised. Eq. (19) calculates the processing time 

of each batch based on its total volume (from Eq. (20)) 

and maximum height (by Eq. (9)). Similar to Eq. (18), 

Eq. (21) sets  𝑣𝑜𝑙𝑗𝑚 to zero if there is no part in the 

batch. Carbon emissions are obtained through Eq. (22) 

and Eq. (23). In Eq. (22), the total volume shipped from 

each plant to each customer is multiplied by the unit 

transportation amount and distance to get the carbon 

emissions caused by transportation. In Eq. (23), carbon 

emissions by production in each batch is summed to get 

the TCE caused by production. Domain constraints are 

provided in Eqs. (24)-(29).  

3.2. Numerical example 

Here we consider a numerical example consisting of 

two factory plants, each of which has two AM 

machines (i.e. M1 and M2 at plant 1 and M3 and M4 at 

plant 2) to fabricate a total of 16 parts received from 

four customers. The complete data, including the 

specifications of parts and machines (generated based 

on the test data available by [1, 2]) and the distances 

between factory plants and customers, are provided in 

Appendices.  

The problem is solved under two scenarios: (i) total cost 

is minimised using 𝑓1 and (ii) TCE is minimised using 

𝑓2. When the model is run to optimise 𝑓1, the optimal 

solution is obtained within 53.4s. The detailed 

production schedule and distribution plan based on the 

optimal solution are reported in Table 1 and Table 2, 

respectively. As seen from Table 1, five batches are 

utilised in total (four at plant 1 and one at plant 2).  

Table 1. The production schedule based on the optimal solution considering the first objective function (𝑓1) 

Plant Mach. Batch Assigned Parts  𝑃𝐶𝑗𝑚 𝑆𝐶𝑗𝑚 𝑣𝑜𝑙𝑗𝑚 𝐻𝑒𝑗𝑚 𝑠𝑗𝑚 𝑝𝑗𝑚 𝑐𝑗𝑚 

1 M1 1 1,12,16 2525.38 40 1050.73 6.90 2.00 42.0897 44.0897 

  2 11,14 8447.83 40 3990.77 12.59 46.0897 140.7970 186.8870 

  3 9 3107.30 40 1142.25 11.81 188.887 51.7884 240.6750 

 M2 1 8,10,15 14552.10 40 6869.78 21.79 2.00 242.535 244.5350 

2 M3 1 2,3,4,5,6,7,13 11982.70 20 4025.19 36.50 1.00 149.783 150.7830 
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Table 2. The distribution plan based on the optimal solution considering the first objective function (𝑓1) 

From Plant To Customer Shipped Parts 𝑇𝑉𝑝𝑢 𝑇𝐸𝑝𝑢 

1 1 1 826.08 3097.80 

 3 8,9,10,11,12 8453.26 47549.60 

 4 14,15,16 3774.19 28306.40 

2 1 2,3,4 1727.59 3239.23 

 2 5,6,7 1982.60 1858.69 

 4 13 315.00 1476.56 

While there are three batches planned to be executed on 

M1, no batch is planned for M4. That is based on the 

optimal solution obtained by the model to minimise the 

total cost. The model determines the best combination 

of parts to be grouped and allocates them to the best 

machine and plant considering all the capacity 

constraints as well as the costs caused by production, 

set-up, transportation, and tardiness. For example, the 

batch that part 9 is allocated is scheduled on M1 after 

batch 2 (instead of after batch 1 on M2 at the same 

plant) as it can start to set-up at 186.887 (rather than 

244.535).  

When the problem is solved with an ultimate goal to 

minimise 𝑓2 (scenario 2), the optimal solution is 

achieved within 7.15s (much shorter than that for 

scenario 1). The production schedules for machines and 

the distribution plan to customers are respectively 

provided in Table 3 and Table 4. A total of five batches 

have been utilised again but with a different 

combination of batches and tasks as clearly seen in the 

tables. This time both machines on both plants are 

employed to minimise the TCE majorly caused by 

transportation. As expected, parts belonging to 

Customer 3 are allocated to the machines at Plant 1 to 

minimise transportation emissions. For the same 

reason, other parts are scheduled for production at 

machines located at Plant 2. However, transportation is 

not the single factor causing carbon emissions. The 

model has the ability to minimise production emissions 

as well. For this aim, parts by different customers may 

be grouped into the same batch. For example, as seen 

in Table 3, parts 2, 5, 6, 7 and 15 belonging to three 

different customers are grouped to be produced in the 

same batch considering the capacity limits of the 

machines and height similarity of the parts.  

The objective function values and their components are 

reported in Table 5, comparatively, for both scenarios. 

For the first scenario which aims to minimise the total 

cost (𝑓1), 𝑓1 is obtained as 43895.9 and the TCE for this 

solution is calculated as 𝑓2 = 89327.7. When the 

objective is altered to minimise the TCE, 𝑓2 is obtained 

as 77216.4 and the total cost for this solution is acquired 

as 𝑓1 = 46463.5. This clearly shows how the two 

objective functions act. In scenario 2, while the 

production emissions increase (from 3799.4 to 3851.9), 

the model reduces the transportation emissions with a 

significant amount (from 85528.3 to 73364.5) to 

minimise the TCE, i.e. 77216.4. 

 

Table 3. The production schedule based on the optimal solution considering the second objective function (𝑓2) 

Plant Mach. Batch Assigned Parts  𝑃𝐶𝑗𝑚 𝑆𝐶𝑗𝑚 𝑣𝑜𝑙𝑗𝑚 𝐻𝑒𝑗𝑚 𝑠𝑗𝑚 𝑝𝑗𝑚 𝑐𝑗𝑚 

1 1 1 8,10 11061.40 40 4984.78 21.79 2.00 184.3560 186.3560 

  2 11 5139.77 40 2204.41 12.59 188.356 85.6629 274.0190 

 2 1 9,12 3332.90 40 1264.07 11.81 2.00 55.5483 57.5483 

2 3 1 1,3,4,13,14,16 10354.90 20 3805.26 17.13 1.00 129.4370 130.6050 

 4 1 2,5,6,7,15 13945.70 20 4820.20 36.50 1.00 174.3210 175.3210 

 

Table 4. The distribution plan based on the optimal solution considering the second objective function (𝑓2) 

From Plant To Customer Shipped Parts 𝑇𝑉𝑝𝑢 𝑇𝐸𝑝𝑢 

1 3 8,9,10,11,12 8453.26 47549.60 

2 1 1,2,3,4 2553.67 4788.13 

 2 5,6,7 1982.60 1858.69 

 4 13,14,15,16 4089.19 19168.10 
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Table 5. The comparison of the objective terms for the two 

optimal solutions 

Objective  Min 𝑓1 Min 𝑓2 

Total Cost (GBP) 43895.9 46463.5 

∑ ∑ (𝑃𝐶𝑗𝑚 + 𝑆𝐶𝑗𝑚)𝑚∈𝑀𝑗∈𝐽   40795.3 43994.6 

∑ 𝑇𝐶𝑢𝑢∈𝑈   2280.7 1956.4 

∑ 𝑑𝑐𝑖𝑡𝑡𝑖𝑖∈𝐼   819.9 512.5 

Total Emission (gr 𝐶𝑂2  eq.) 89327.7 77216.4 

∑ ∑ 𝑇𝐸𝑝𝑢𝑢∈𝑈𝑝∈𝑃   85528.3 73364.5 

∑ 𝑃𝐸𝑚𝑚∈𝑀   3799.4 3851.9 

 

3.3. Alternative scenarios 

Additional scenarios have been constituted here to 

observe the behaviour of the model under different 

conditions with no time limit. Brief information on 

each scenario is as follows: 

A-1: The objective is to minimise 𝑓1 where the upper 

limit for 𝑓2 is restricted to 80 kg.  

A-2: The objective is to minimise 𝑓2 where the upper 

limit for 𝑓1 is restricted to 45000 GBP.  

A-3: Lexicographically minimise both objectives, 

where the primary objective is to minimise 𝑓1 and the 

secondary objective is to minimise 𝑓2 

A-4: Lexicographically minimise both objectives, 

where the primary objective is to minimise 𝑓2 and the 

secondary objective is to minimise 𝑓1 

The problem has been solved under four different 

scenarios detailed above and the results have been 

summarised in Figure 2.  

 

Table 6. Design of the test problems 

Problem # nbPlants nbCustomers nbParts nbMachines Machines at Plants 

P1 2 2 10 2 [M1], [M2] 

P2   10 2 [M2], [M1] 

P3   14 2 [M1], [M2] 

P4    14 2 [M2], [M1] 

P5 2 3 12 2 [M1], [M2] 

P6   12 2 [M2], [M1] 

P7   16 3 [M1, M1], [M2] 

P8    16 3 [M1], [M2, M2] 

P9 2 4 18 2 [M1], [M2] 

P10   18 2 [M2], [M1] 

P11   20 3 [M1, M1], [M2] 

P12    20 3 [M1], [M2, M2] 

P13 2 5 20 3 [M1, M1], [M2] 

P14   20 3 [M1], [M2, M2] 

P15   22 4 [M1, M1], [M2, M2] 

P16    22 4 [M1, M2], [M1, M2] 

P17 3 3 14 3 [M1], [M1], [M2] 

P18   14 3 [M2], [M2], [M1] 

P19   16 4 [M1], [M2, M2], [M1] 

P20   16 4 [M1, M2], [M1], [M2] 

P21    20 4  [M2], [M1, M2], [M1] 

P22 3 4 16 4 [M2], [M1, M1], [M2] 

P23   20 4 [M1], [M2, M2], [M1] 

P24   20 4 [M1, M2], [M1], [M2] 

P25   28 4  [M2], [M1, M2], [M1] 

P26    28 4  [M1], [M1], [M2, M2] 

P27 3 5 30 4 [M2], [M1, M1], [M2] 

P28   36 4 [M1], [M2, M2], [M1] 

P29   36 4 [M1, M2], [M1], [M2] 

P30   44 4  [M2], [M1, M2], [M1] 

P31    44 4  [M1], [M1], [M2, M2] 

P32 3 6 40 5 [M2, M2], [M1], [M1, M2] 

P33   44 5 [M1, M1], [M2, M2], [M1] 

P34   44 5 [M1, M2], [M1, M2], [M2] 

P35   46 5  [M2], [M1, M1], [M2, M2] 

P36    46 5  [M2], [M1, M2], [M1, M2] 
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Figure 2. The comparison of the objective values belonging 

to the optimal solutions obtained under different scenarios 

As seen in Figure 2, the minimum value for the total 

cost has been observed for A-3 where 𝑓1 = 43895.9 

and 𝑓2 = 89327.7. The minimum value for the TCE 

has been observed for A-4 where 𝑓1 = 46261.4 and 

𝑓2 = 77216.4. These results are in line with the 

expectations since 𝑓1 is minimised primarily in A-3 

while 𝑓2 is minimised primarily in A-4.  

In A-2, the TCE could be reduced to 83543.8 when the 

total cost was constrained with an upper limit of 45000. 

With regard to A-1, a solution has been obtained with 

𝑓1 = 45461.5 and 𝑓2 = 79646.6 due to the conflicting 

objectives ensuring that the TCE was limited to a 

maximum value of 80 kg. As seen in these results, total 

cost increases in order to reduce the TCE to satisfy the 

constraint.  

To sum up, this numerical example clearly shows the 

relationship between the conflicting objectives and the 

effectiveness of the proposed mathematical model. 

4. Experimental study 

A comprehensive computational study has been 

conducted to observe the performance of the 

mathematical model proposed. For this aim, a total of 

36 test problems [35] have been generated and solved 

under different scenarios using a PC equipped with 

Intel(R) Core(TM) i7-1165G7 2.80GHz with 20 GB Ram. 

Descriptive information on the test problems is given in 

Table 6. The second, third, fourth and fifth columns in 

the table denote the number of plants, the number of 

customers, the number of parts and the total number of 

machines utilised at plants, respectively. The machine 

park at each plant is provided in the last column 

indicating their types. If we consider P8, the test 

problem has two plants with a total of three machines, 

to produce a total of 16 parts received from three 

customers. There is only one machine of type M1 at 

plant 1 and there are two machines of type M2 at plant 

2. 

The model has been coded in Python 3.11.4 and 

executed by Gurobi Optimizer 10.0.2. Each problem 

has been solved under two different scenarios, i.e. (i) 

total cost is minimised (𝑀𝑖𝑛(𝑓1)) and (ii) TCE is 

minimised (𝑀𝑖𝑛(𝑓2)). Two different time limits have 

been applied, i.e. 600s and 1800s, to better observe the 

model’s performance and compare the results obtained 

under different conditions. 

The values of the unit transportation cost (𝑢𝑛𝑖𝑡𝑇𝐶), unit 

carbon emission amount caused by transportation (𝜀𝑇𝑟) 

and hourly human cost (ℎ𝑐) have been kept the same 

with the numerical example (as already provided in the 

Appendices).  

Table 7 reports the results obtained by Gurobi 

Optimizer under the 600s time limit. First, each 

problem has been solved to minimise the total cost 

(𝑀𝑖𝑛(𝑓1)). The objective value of the solution is 

reported (second column) together with the optimality 

status of the model (third column) and the time 

consumed by the solver (fourth column). If the optimal 

solution is not achieved, the optimality gap of the best 

solution is given instead. The fifth column gives the 

TCE for the solution obtained when minimising total 

cost. 

The sixth column corresponds to the objective value of 

the best solution when minimising TCE (𝑀𝑖𝑛(𝑓2)). The 

optimality status (and/or gap) and the consumed time 

are given in the seventh and eighth columns, 

respectively. The total cost (𝑓1) of the solution obtained 

when minimising TCE (𝑓2) is also provided in the last 

column.  

As seen from Table 7, an optimal solution has been 

found for 13 out of 36 test problems when minimising 

𝑓1, i.e. P1-P8, P17-P18 and P20-P22. As for the 

remaining problems, the optimal solution was not 

verified within the time limit given (600s). Due to the 

complexity of the model, the time required to get the 

optimal solution increases with the increase in the 

number of parts, machines, plants and customers. For 

example, P1 and P2 have been solved optimally with 

around 1s running time while P22 required over 300s 

to get the optimal solution and verify it. Even, P9-P16 

were unable to be solved within 600s time limit 

optimality, for which the optimality gap ranged 

between 1.18% and 4.27%. The optimality gap also 

tends to increase with the increased problem 

complexity and reaches as high as 14.94% for P35.  

With regard to minimising TCE (𝑀𝑖𝑛(𝑓2)), Gurobi was 

able to retrieve the optimal solutions in 25 out of 36 test 

problems (as seen in Table 7). This time, the 

performance of the solver was higher in comparison to 

the above scenario. The reason lying behind could be 

the complexity of the total cost calculation, in 

comparison to the calculation of TCE. The optimality 

gap of the solutions was not high, with a maximum of 

0.67 for P35.  
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Table 7. Results obtained under 600s time limit 

Problem 
𝑀𝑖𝑛(𝑓1) / 600s  𝑀𝑖𝑛(𝑓2) / 600s 

𝑓1 Opt/Gap% Time (s) 𝑓2  𝑓2 Opt/Gap% Time (s) 𝑓1 

P1 20289.39 Opt 0.92 21035.8  12389.50 Opt 0.06 22551.3 

P2 20220.76 Opt 1.12 18462.2  12655.63 Opt 0.31 20576.7 

P3 47200.17 Opt 12.24 37967.8  25914.56 Opt 2.02 51962.7 

P4 47447.75 Opt 18.15 47252.1  42811.26 Opt 2.03 49050.2 

P5 47902.08 Opt 4.81 104059.0  95392.25 Opt 0.17 51516.2 

P6 47251.24 Opt 5.30 79652.1  70837.72 Opt 0.26 48358.7 

P7 52509.16 Opt 293.34 118567.0  104784.77 Opt 0.73 7.50537e+07 

P8 53425.41 Opt 439.24 115085.0  104784.77 Opt 2.06 56960.7 

P9 56349.66 1.47 600 124532.0  108666.76 Opt 2.07 6.0064e+07 

P10 55497.35 2.12 600 87588.1  84126.98 Opt 5.91 57011.8 

P11 56195.39 2.09 600 130371.0  110672.94 Opt 3.71 67642 

P12 57271.33 3.42 600 124984.0  110672.94 Opt 44.72 67464.5 

P13 56265.97 1.18 600 133937.0  116906.02 Opt 5.20 63070.6 

P14 57359.01 3.31 600 129050.0  116906.02 Opt 27.32 67043.8 

P15 59224.73 3.86 600 144023.0  126371.48 Opt 133.49 64851.1 

P16 58472.57 4.27 600 135850.0  101615.67 Opt 8.95 6.00628e+07 

P17 48145.79 Opt 38.52 86458.4  80678.96 Opt 1.97 51049.9 

P18 48172.25 Opt 26.77 81036.6  70257.92 Opt 0.20 50832.7 

P19 52520.97 0.51 600 117055.0  104784.77 Opt 1.95 60258.7 

P20 51807.17 Opt 218.52 90064.2  80194.22 Opt 3.37 1.0505e+08 

P21 51777.71 Opt 178.09 88959.4  79928.09 Opt 0.55 56401.5 

P22 51769.16 Opt 328.50 87811.8  80790.83 Opt 51.51 7.00524e+07 

P23 56113.41 2.73 600 126655.0  110672.94 Opt 20.51 66408.5 

P24 55469.07 3.32 600 100769.0  86129.99 Opt 18.01 8.75553e+07 

P25 67381.39 8.98 600 75797.2  67843.31 Opt 288.12 1.40072e+08 

P26 67340.38 8.30 600 87420.8  80114.86 0.3 600 72800.3 

P27 73685.83 10.39 600 120263.0  103579.80 0.48 600 76800.2 

P28 83390.44 10.78 600 139193.0  122773.54 0.11 600 93856 

P29 83572.60 10.67 600 153428.0  135783.21 0.37 600 93922.8 

P30 99175.03 14.03 600 158087.0  139492.17 0.14 600 124806 

P31 99189.24 13.42 600 166476.0  152290.35 0.55 600 115397 

P32 92832.03 12.51 600 166237.0  146158.08 0.59 600 2.62585e+08 

P33 97749.64 12.51 600 180140.0  142728.23 0.21 600 1.45105e+08 

P34 98855.99 13.99 600 174022.0  142605.50 0.16 600 135230 

P35 104208.04 14.94 600 266096.0  162757.17 0.67 600 109776 

P36 103919.76 14.55 600 169917.0  149400.53 0.16 600 129297 

 

Table 8 reports the results obtained when the time limit 

was set to 1800s. As seen from the table, the number of 

optimal solutions has increased to 17 in comparison to 

13 obtained under the 600s time limit when minimising 

𝑓1. For the remaining instances, the optimality of the 

solutions was not verified. However, it was observed 

that the optimality gap has reduced slightly, except for 

P10 (for which it was reduced from 2.2% to 0.55%).  

As also observed for the 600s time limit, Gurobi was 

able to obtain and verify 25 optimal solutions in total 

under the 1800s time limit. However, the average of the 

optimality gap has been reduced from 0.34% to 0.325% 

for the remaining 11 test problems. For P30, increasing 

the time limit from 600s to 1800s has not contributed to 

the capability of the model as the same solutions with 

the same gap have been attained under both conditions. 

For some cases (such as P32), the increased time limit 

helped prune the lower bound further and reduced the 

gap (e.g. from 0.59% to 0.53%). 

5. Conclusions and future work 

This paper addressed the scheduling of parallel 

unrelated AM machines located at geographically 

dispersed factory plants. Due to the increasing 

environmental concerns and the requirements for the 

sustainable use of resources, the TCE (released during 

production and transportation of parts -from plants to 

customers) has been minimised through a separate 

objective function. 
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Table 8. Results obtained under 1800s time limit 

Problem 
𝑀𝑖𝑛(𝑓1)  / 1800s  𝑀𝑖𝑛(𝑓2) / 1800s 

𝑓1 Opt/Gap% Time (s) 𝑓2  𝑓2 Opt/Gap% Time (s) 𝑓1 

P1 20289.39 Opt 0.88 21035.8  12389.50 Opt 0.06 22551.3 

P2 20220.76 Opt 1.22 18462.2  12655.63 Opt 0.29 20576.7 

P3 47200.17 Opt 11.18 37967.8  25914.56 Opt 1.88 51962.7 

P4 47447.75 Opt 14.60 47252.1  42811.26 Opt 2.07 49050.2 

P5 47902.08 Opt 3.87 104059.0  95392.25 Opt 0.17 51516.2 

P6 47251.24 Opt 4.66 79652.1  70837.72 Opt 0.25 48358.7 

P7 52509.16 Opt 283.43 118567.0  104784.77 Opt 0.65 7.50537e+07 

P8 53425.41 Opt 439.22 115085.0  104784.77 Opt 2.07 56960.7 

P9 56349.66 Opt 1037.79 124532.0  108666.76 Opt 2.11 6.0064e+07 

P10 55497.35 0.55 1800 87588.1  84126.98 Opt 5.89 57011.8 

P11 56195.39 Opt 1614.39 130371.0  110672.94 Opt 3.68 67642 

P12 57188.60 2.60 1800 124116.0  110672.94 Opt 41.02 67464.5 

P13 56265.97 Opt 808.61 133937.0  116906.02 Opt 4.72 63070.6 

P14 57359.01 2.63 1800 129050.0  116906.02 Opt 25.88 67043.8 

P15 59224.73 2.66 1800 144023.0  126371.48 Opt 118.60 64851.1 

P16 58472.57 3.17 1800 135850.0  101615.67 Opt 8.14 6.00628e+07 

P17 48145.79 Opt 38.84 86458.4  80678.96 Opt 1.85 51049.9 

P18 48172.25 Opt 26.79 81036.6  70257.92 Opt 0.19 50832.7 

P19 52520.97 Opt 701.57 117055.0  104784.77 Opt 1.80 60258.7 

P20 51807.17 Opt 219.98 90064.2  80194.22 Opt 3.12 1.0505e+08 

P21 51777.71 Opt 178.13 88959.4  79928.09 Opt 0.54 56401.5 

P22 51769.16 Opt 329.59 87811.8  80790.83 Opt 47.23 7.00524e+07 

P23 56113.41 1.47 1800 126655.0  110672.94 Opt 19.25 66408.5 

P24 55424.50 1.74 1800 99097.5  86129.99 Opt 16.14 8.75553e+07 

P25 67213.99 8.44 1800 82364.3  67843.31 Opt 267.75 1.40072e+08 

P26 67340.38 6.93 1800 87420.8  80114.86 0.19 1800 72800.3 

P27 73679.17 10.39 1800 120393.0  103579.80 0.41 1800 76800.2 

P28 83346.94 10.17 1800 139193.0  122773.54 0.10 1800 93856 

P29 83539.95 10.26 1800 151289.0  135783.21 0.35 1800 93922.8 

P30 99175.03 13.45 1800 158087.0  139492.17 0.14 1800 124806 

P31 98982.84 13.13 1800 171216.0  152267.39 0.53 1800 117297 

P32 92825.93 12.30 1800 166235.0  146158.08 0.53 1800 2.62585e+08 

P33 97748.12 11.69 1800 180517.0  142717.12 0.20 1800 1.77619e+08 

P34 98855.99 13.34 1800 174022.0  142594.35 0.15 1800 7.01354e+07 

P35 104130.56 14.41 1800 176594.0  162755.40 0.65 1800 109346 

P36 103307.96 13.74 1800 167487.0  149387.44 0.14 1800 132740 

A MILP model is proposed for the first time in 

literature, and a numerical example is presented to 

show the applicability and practicality of both the 

method and the addressed problem. Some practical 

scenarios have been constituted to show the 

applicability of the model and further elaborate results. 

A comprehensive computational study has also been 

conducted to test the performance of the model and it 

was observed that the number of instances solved 

optimally has increased when the time limit was 

increased from 600s to 1800s, as expected. The results 

of the computational tests indicate that the model is 

capable of producing practical results within a short 

amount of computation time. The methods proposed in 

this work can easily be adapted to solve real-world 

problems and increase the use of shareable resources 

environmentally friendly while minimising total cost. 

While the problem size may increase in real-life 

applications due to the enormous number of orders, 

parts and machines; the proposed models can still 

produce efficient solutions under certain time limits. 

They can also be integrated into existing decision 

support systems together with complex heuristic 

techniques to get quality solutions timely manner.  

Future studies may consider implementing a heuristic 

and/or metaheuristic algorithm to quickly solve large-

size problems especially. One can also develop lower 

bounds for the problem studied here for comparison 

purposes. It is also possible to further extend the MILP 
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model proposed in this work with new industry-

oriented constraints and/or energy considerations.  
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Appendices 

Table A1. Data on parts used for the numerical example 

𝑢 𝑖 ℎ𝑖 𝑎𝑖 𝑣𝑖 𝑑𝑑𝑖 𝑑𝑐𝑖 

1 1 6.9 209.06 826.08 120 1  
2 26.04 550.11 952.6 120 1 

 
3 15.97 23.63 71.91 120 1 

 
4 17.04 99.53 703.08 120 1 

2 5 27.94 56.85 272.92 155 2.5  
6 36.5 742.97 1583.98 155 2.5 

 
7 17.38 50.02 125.7 155 2.5 

3 8 18.46 300.66 3144.39 180 2  
9 11.81 435.66 1142.25 180 2 

 
10 21.79 131.88 1840.39 180 2 

 
11 12.59 349.83 2204.41 180 2 

 
12 2.67 84.97 121.82 180 2 

4 13 17.13 48.27 315 320 3  
14 12.53 269.66 1786.36 160 3 

 
15 18.09 175.77 1885 160 3 

 
16 4.27 122.62 102.83 160 3 

 

Table A2. Data on machines used for the numerical 

example 

𝑚 𝐴𝑚 𝐻𝑚 𝑉𝑇𝑚 𝑅𝑇𝑚 𝑆𝐸𝑇𝑚 𝜏𝑚 𝜀𝑚
𝑃𝑟 

1 625 32.5 0.030864 1.4 2 60 6 

2 625 32.5 0.030864 1.4 2 60 6 

3 1600 40 0.030864 0.7 1 80 6.25 

4 1600 40 0.030864 0.7 1 80 6.25 

 

Table A3. Parameter values for the numerical example 

Parameter Value 

ℎ𝑐 20 𝐺𝐵𝑃/ℎ𝑟 

𝑢𝑛𝑖𝑡𝑇𝐶  0.001 𝐺𝐵𝑃/(𝑘𝑚 ∗ 𝑐𝑚3) 

𝜀𝑇𝑟 0.0375 𝑔𝑟/(𝑘𝑚 ∗ 𝑐𝑚3) 

 

Table A4. Distances between plants and customers (in km) 

used for the numerical example 

Plant/Customer 1 2 3 4 

1 100 75 150 200 
2 50 25 225 125 
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1. Introduction 

This study is inspired from a practical production 

scheduling problem encountered in a construction 

machinery manufacturing company. The company 

deals with intricate product assemblies including 

multiple sub-assembly groups and multi-level product 

trees. The intricate nature of these product structures, 

characterized by a multitude of sub-assembly groups 

and their corresponding multi-level trees, presents a 

significant challenge in effectively planning and 

managing material resources. Furthermore, the 

characteristics of the work centers vary depending on 

whether job setup times are dependent on the job 

sequence. 

In operational research literature, scheduling and 

assignment problems are extensively studied [1-3]. 

When the objective is to determine only the production 

day for each job, without considering sequence 

dependent setup times, the problem aligns with the bin 

packing problem (BPP). Using this insight, we tackled 

the complex real-world problem using a BPP-based 

solution approach. 

The BPP is one of the most extensively studied 

combinatorial optimization problems in the literature. 

The BPP, which is known to be NP-hard, involves 

packing a set of items into the minimum number of bins 

of fixed size where each item has a known size and each 

bin has a known capacity. The BPP has many practical 

applications, such as packing items in a warehouse or 

shipping containers, assigning tasks on a set of 

machines and allocating resources in cloud computing. 

Furthermore, the BPP has theoretical implications, as it 

is related to other problems such as the knapsack 

problem, the cutting stock problem, and the vehicle 

routing problem [4]. 

The BPP has been subject to a detailed scrutiny for 

several decades, resulting in various solution 

approaches to solve the problem under different 

objectives and constraints. A variety of heuristics have 

been developed to find good-quality solutions in a 

reasonable amount of time. These methods include 

heuristics such as first-fit, next-fit, best-fit and worst-

fit, and metaheuristics such as genetic algorithms, 

simulated annealing and tabu search. Despite extensive 

research on the issue, there are still many remaining 

challenges due to its practical importance, making it a 

currently active topic in optimization. 

The BPP and its variants have been extensively studied 

in the literature. Table 1 provides a summary of various 

BPP studies. The table categorizes these studies 

according to their objectives, constraints, and solution 

methods employed. This overview offers a 
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Table 1. Summary of the literature on the BPP. 

Study 
Objective  Constraints 

Solution Method 
B F C N L M O C F B K I 

Eilon and Christofides [5]  +           +  Zero-one programming mode, 

heuristic 

Jansen [6] +        +     Asymptotic approximation 

Loh et al. [7]     +      +   Weight annealing 

Khanafer et al. [8] +        +     Dual-feasible functions 

Data-dependent dual-feasible 

functions 

Crainic et al. [9] +  +         +  Heuristic, lower bounds 

Elhedhli et al. [10] +        +     Branch-and-price algorithm 

Fleszar and 

Charalambous [11] 

+           +  Heuristic 

Khanafer et al. [21]    +       +   Column-generation methods, 

Heuristic, tabu search 

Casazza and Ceselli [14]  +         +   Exact algorithms, heuristics 

Dokeroglu and Cosar [17]   +        +   Genetic algorithm 

LeCun et al. [15]  +         +   Approximation algorithms 

Arbib and Marinelli [20]      +     +   MIP 

Byholm and Porres [16]   +         +   Approximation and metaheuristic 

algorithms 

Casazza [18]    +       +  +  Branch-and-price algorithm 

Bertazzi et al. [12] +         +    Worst-case analysis 

Ekici [13] +        + +    Heuristic 

Ekici [19]    +      + +  +  Heuristic, lower bounds 

This study       +    + + + MIP 

Objectives: B: number of bins, F: number of fragmentations, C: cost, N: number of conflicts, L: load of bin, M: makespan, 

O: over capacity usage. 

Constraints: C: conflict items, F: fragmentable items, B: number of bins, K: variable bin capacity, I: item-bin conflict. 

comprehensive, yet not exhaustive, view of the 

diversity in approaches and strategies utilized within 

the BPP.  

One of the primary objectives of the BPP is to minimize 

the number of bins used. Minimizing the number of 

bins leads to better space utilization, further cost 

savings, improved operational efficiency and enhanced 

sustainability. Apart from this, the studies also consider 

minimizing the total cost of packing items, the 

makespan and over capacity usage as well.   

The constraints have a significant impact on the 

combinatorial nature of the problem. In BPPs, items 

that should not be placed in the same bin are referred to 

as conflicted items. This constraint is particularly 

critical in real-life scenarios such as chemical material 

transportation or storage. Several papers focused on 

conflicted items [6, 8]. These studies developed several 

mathematical models and metaheuristics to provide 

solutions while ensuring that conflicted items are 

assigned to different bins [10, 13, 19]. In BPPs, bins 

may have a fixed or variable capacity each may have 

different costs associated with its usage.  In this regard, 

several studies used heterogenous bins [5, 9, 11, 18, 

19]. 

Loh et al. [7] studied the one-dimensional BPP and 

proposed a weight annealing heuristic. Khanafer et al. 

[8] developed lower bounds for the BPP with conflicts. 

Crainic et al. [9] considered the variable cost and size 

BPP and developed lower bounds and heuristics. 

Elhedhli et al. [10] proposed a branch-and-price 

algorithm for the BPP with conflicts. Fleszar and 

Charalambous [11] developed bin-oriented heuristics 

for one-dimensional BPP by packing one bin at a time. 

Khanafer et al. [21] studied the min-conflict packing 

problem as well as the bi-objective version of the 

problem. Dokeroglu and Cosar [17] proposed a set of 

robust and scalable hybrid parallel algorithms to solve 

the BPP. Arbib and Marinelli [20] addressed the one-

dimensional BPP to minimize completion time and 

lateness.  

The BPP with item fragmentation (BPPIF) involves 

efficiently packing items into a limited number of bins 

where items can be fragmented into multiple bins. The 

BPP objective is to minimize the total number of bins 

used. Unlike the classic BPP, where items are treated as 

indivisible units, this variation enables better fitting 

within the bins as it allows items to be divided into 

smaller fragments. Given a collection of items, each 

with a specific size and a known fragmentation 
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capacity, and a set of bins with fixed capacities, the 

BPPIF entails determining the optimal packing 

configuration that minimizes the number of bins 

required while adhering to the item fragmentation 

constraints.  

When all items are fragmentable with no additional 

consideration, the BPPIF transforms into a linear 

optimization problem [13]. However, this usually does 

not reflect the reality and there often exists special 

considerations or constraints regarding fragmentation. 

In real-life scenarios, item fragmentation may lead to 

additional costs for subsequent operations. In the 

literature, several studies focused on the BPPIF aiming 

to reduce the overall assignment cost [18, 19]. There 

are also studies that aim to minimize the number of 

fragmentations [12-16]. This objective is particularly 

important for the cases where item fragmentation 

incurs a cost [14]. Those studies often consider a given 

number of identical bins.  

Bertazzi et al. [12] investigated a few special splitting 

policies and developed the worst-case performance 

bounds. Ekici [13] introduced mathematical models 

and a column generation-based heuristic for the BPPIF. 

Casazza and Ceselli [14] studied the BPPIF and 

developed mathematical formulation and algorithms 

and greedy heuristics. LeCun et al. [15] investigated the 

complexity of the problem considered and proposed a 

constant factor approximation algorithm. Byholm and 

Porres [16] suggested performance improving 

operators for the heuristic algorithms introduced earlier 

in the literature. Casazza [18] considered BPPIF with 

heterogenous bins and developed a branch-and-price 

algorithm. Furthermore, due to the characteristics of the 

items to be packed, some items may not be 

fragmentable during the packing process. In this 

respect, Ekici [13] and [19] investigated the BPPIF 

with conflicted items. Here, one cannot pack fragments 

of conflicted items into the same bin. The former 

assumes the identical bins, whereas the latter considers 

variable sized bins.  

This study investigates the BPPIF with additional side 

constraints so as to analyze the production scheduling 

problem with sequence independent setup times 

considered in a multi-product assembly environment. 

Here, items correspond to jobs and bins represent days 

in the production scheduling setting.  Our contribution 

is two-fold. First, we consider the additional side 

constraints, namely item-bin conflict and restricted 

item fragmentation. The former refers that items (jobs) 

cannot be packed into any given bin (day). The latter, 

on the other hand, represents an item can be fragmented 

at most once, and the fragmented parts must be packed 

into the bins representing two subsequent days. Second, 

we extended the mathematical formulation in the 

literature to consider the aforementioned side 

constraints and evaluated its performance in a real-life 

inspired extensive numerical study.  

The rest of the paper is organized as follows. In Section 

2, we define the problem. We introduce the 

mathematical model used to solve the BPPIF in Section 

3. We present the results of the computational study in 

Section 4. Concluding remarks are provided in Section 

5.  

2. Problem defitinion  

The problem is inspired from the production scheduling 

problem in a company that manufactures and assembles 

industrial machines. The main body of the machine, 

consisting of steel plates, is manufactured internally by 

the company, whereas the remaining materials are 

procured from multiple external suppliers. The 

machine parts manufactured by the company undergo a 

series of process including cutting and forming, 

machining, welding, painting, and assembly. 

Specifically, the items that require welding have a sub-

assembly product tree structure that can reach up to 

level seven.  

In the context of products comprised of multiple 

subcomponents, it is critical to ensure that all 

manufacturing processes for the subcomponents are 

completed prior to initiating the assembly process. 

Failure to do so, may result in disruptions in production. 

Given that each product has a distinct product structure 

and follows a unique routing sequence, it is 

challenging, yet crucial, to develop a planning strategy 

that guarantees the timely completion of all necessary 

operations for each product. 

The complexity of this planning problem arises from 

the diverse product structures and routing sequences. 

Each product necessitates a distinct set of operations 

and follows a unique sequence of steps. Creating the 

optimal plan to ensure all required operations are 

completed for each product is a major challenge. 

Figure 1 illustrates a multi-level product BOM and 

routings for sub-assembly items. Figure 1(b) presents 

the work centers responsible for processing all the parts 

required for Sub Assembly 3 body production, 

according to the product tree structure depicted in 

Figure 1(a). All parts must be processed at different 

work centers with different priorities. According to the 

product tree structure, Item 2 and Item 3 must be 

processed first at the same work center in order to 

produce Item 6 in sub-assembly group 3. Any delay in 

processing Item 2 and Item 3 directly affects the 

completion time of sub-assembly group 3. 

In the manufacturing company where this study is 

inspired, MRP program is used to determine the 

requirement dates of materials. The MRP program 

determines the latest requirement days of all materials 

by performing backward date calculations by 

considering the demand date of the product on a daily 

basis. Because all materials have pre-determined 

routings set in the MRP program, all jobs for each work 

centers are also determined on a daily basis when 

materials latest requirement dates are calculated.
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(a) (b) 

 

Figure 1. (a): Multi-level product BOM, (b): routings for sub-assembly items. 

 

The MRP program does not consider the finite 

capacities of work centers and specific manufacturing 

conditions of jobs when determining the latest 

requirement dates. Backward calculation approach 

often results in unrealistic scenarios in production 

planning. For instance, a work center that operates only 

one shift per day may be loaded jobs with a total 

duration of two shifts.  

Although knowing the deadlines of jobs is a necessity 

for an effective plan, it is not sufficient. In a work 

center, similar to the examples given earlier, there are 

two main challenges that can arise: exceeding the 

capacity of the work center and the unavailability of 

materials at the required time due to the involved nature 

of the sub-assembly products. These issues are 

typically addressed by resorting to overtime work. 

To put it simply, when the workload surpasses the 

capacity of the work center or when the materials 

needed for production are not available, the solution 

often involves employing overtime work. Inevitably, 

this leads to additional hours of work beyond the 

regular schedule to compensate for the increased 

workload or to catch up on delayed tasks caused by 

material unavailability. By using overtime work 

strategically, these challenges can be effectively 

addressed and the smooth operation of the work center 

can be maintained. 

In the company, when an overtime decision is made for 

a working day shift, three hours of overtime should be 

done as standard even if the total workload requirement 

is less than three hours. As such, this leads to additional 

costs for the company. In particular, the cost of 

overtime is fixed, i.e., when an overtime decision is 

made a fixed cost is incurred. This simply implies that 

it is cost-efficient to plan three hours of workload (full 

overtime capacity) if overtime is necessary.  

In order to achieve a more balanced and cost-effective 

planning, it is necessary to consider the deadlines of 

tasks and plan them based on the capacity of the work 

center on a daily basis. By considering the capacity 

constraints, it is possible to allocate resources more 

efficiently, avoid excessive workloads, and ensure that 

materials are available when needed. This type of 

planning facilitates minimizing overtime work and 

reduces additional costs for the company. 

We focus on a single work center and aim to determine 

the daily job assignments in there. The jobs do not have 

any sequence dependent setup costs, so the order in 

which the jobs are processed within a day does not have 

an impact on the total cost. Furthermore, it is allowed 

to leave at most one job unfinished during the day, 

which can be resumed in the following day. As such, 

this problem determines job-day assignments where the 

processing order of jobs within each day is not of 

interest.  Since items can be considered as jobs, bins can 

be considered as days, and some jobs may not need to 

start and end at the same day, the resulting problem can 

be modelled as the BPPIF. The jobs that have to be 

completed within a day are referred to as non-

fragmentable items. The remaining jobs are considered 

as fragmentable items whose processing operations 

must be completed at most one day after its starting day. 

As opposed to the common assumption adopted in the 

BPPIF literature, in our problem, each fragmentable job 

can be divided into at most two parts and fragmented 

parts can be packed into specific pair of bins, i.e., those 

referring to the subsequent days.  

The objective of the problem is to minimize the total 

overtime while allocating jobs to variable-size bins 

(i.e., days at which only normal work hours are used 

and days at which the sum of normal work hours and 

overtime are used) with limited capacities. As the due 

dates of jobs are known, the number of days (bins) for 

planning is fixed. Each non-fragmentable job must be 
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finished within one day, whereas each fragmentable job 

must be completed within either one day or two 

consecutive days. On any given day, only one job can 

be fragmented to the following day and the setup times 

between jobs are not sequence dependent. Also, we 

assume that processing time of a job cannot be longer 

then a working day capacity. 

Figure 2 illustrates a feasible solution of the problem. 

The figure shows that since the total processing times 

of the jobs assigned to the first day exceed the capacity 

of that day, including overtime, the amount of work 

time that exceeds the capacity is transferred to the 

second day. As such, the amount of work transferred 

from the first day is also considered while determining 

the capacity need for the second day. If the remaining 

capacity of normal shift hours is insufficient to meet the 

daily scheduled requirement, overtime is considered as 

an additional capacity. As the setup times are not 

sequence-dependent, the fragmented item and hence 

the capacity transferred to the next day will be 

determined following the due dates. Put in other words, 

the solution does not impose a sequence within a given 

day.  

 

Figure 2. Illustration of a feasible solution. 

 

3. Notation and mathematical model 

We model the problem as MIP that balances the 

capacity utilization of the bins and minimizes the 

number of overtime hours required to complete all the 

jobs. We formulated the MIP with three binary decision 

variables indicating whether a job is assigned to a 

particular bin, whether a job is fragmented and whether 

an overtime decision is made or not. Furthermore, a 

continuous decision variable represents the fragmented 

part of a job that will be transferred to the following 

day. 

The sets, parameters and decision variables are as 

follows.  

 

Sets 

𝑁 = {1, … , 𝑛}:  𝐽𝑜𝑏 𝑠𝑒𝑡 

𝑇 = {1, … , 𝑡}: 𝐷𝑎𝑦 𝑠𝑒𝑡 

𝐹: 𝐹𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑎𝑏𝑙𝑒 𝑗𝑜𝑏𝑠 𝑠𝑒𝑡 (𝐹 ∈ 𝑁) 

�̅�: 𝑁𝑜𝑛 − 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑎𝑏𝑙𝑒 𝑗𝑜𝑏𝑠 𝑠𝑒𝑡 ( �̅� ∈ 𝑁) 

𝑁 = 𝐹 ∪ �̅�  

𝑎𝑖: 𝐽𝑜𝑏𝑠 𝑡ℎ𝑎𝑡 𝑐𝑎𝑛 𝑏𝑒 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑑𝑎𝑦 𝑖 ∈ 𝑇  

�̅�𝑖: 𝐽𝑜𝑏𝑠 𝑡ℎ𝑎𝑡 𝑐𝑎𝑛𝑛𝑜𝑡 𝑏𝑒 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑑𝑎𝑦 𝑖 ∈ 𝑇 

𝐴𝑗: 𝐷𝑎𝑦𝑠 𝑡ℎ𝑎𝑡 𝑗𝑜𝑏 𝑗 ∈ 𝑁 𝑐𝑎𝑛 𝑏𝑒 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜  

�̅�𝑗: 𝐷𝑎𝑦𝑠 𝑡ℎ𝑎𝑡 𝑗𝑜𝑏 𝑗 ∈ 𝑁 𝑐𝑎𝑛𝑛𝑜𝑡 𝑏𝑒 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 

 

Parameters 

𝑃𝑗 ∶ 𝑇ℎ𝑒 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑗𝑜𝑏 𝑗 ∈ 𝑁 

𝑑: 𝑇ℎ𝑒 𝑡𝑖𝑚𝑒 𝑓𝑜𝑟 𝑎 𝑛𝑜𝑟𝑚𝑎𝑙 𝑑𝑎𝑦 𝑠ℎ𝑖𝑓𝑡 

𝑜: 𝑂𝑣𝑒𝑟𝑡𝑖𝑚𝑒 𝑓𝑜𝑟 𝑎 𝑤𝑜𝑟𝑘𝑖𝑛𝑔 𝑑𝑎𝑦  

 

Decision variables 

𝑥𝑗𝑖 =  {
1, 𝑖𝑓 𝑗𝑜𝑏 𝑗 ∈ 𝑁 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑑𝑎𝑦 𝑖 ∈ 𝑇 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     

�̅�𝑗𝑖 = {
1, 𝑖𝑓 𝑗𝑜𝑏 𝑗 ∈ 𝑁 𝑖𝑠 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝑡𝑜 𝑑𝑎𝑦 𝑖 ∈ 𝑇

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  

𝑦𝑖 = {
1, 𝑖𝑓 𝑜𝑣𝑒𝑟𝑡𝑖𝑚𝑒 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑖𝑠 𝑚𝑎𝑑𝑒 𝑖𝑛 𝑑𝑎𝑦 𝑖 ∈ 𝑇

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝑧𝑖: 𝑓𝑟𝑎𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝑡𝑖𝑚𝑒 𝑎𝑚𝑜𝑢𝑛𝑡 𝑡𝑜 𝑑𝑎𝑦 𝑖 ∈ 𝑇 

 

The mathematical model of the problem is as follows. 

 

Objective 

𝑀𝑖𝑛 ∑ 𝑦𝑖 ∗ 𝑜 

𝑡

𝑖=1

 

 

Constraints 

∑ �̅�𝑗1

𝑛

𝑗=1

= 0                                                                        (1) 

𝑧1 = 0                                                                                 (2) 



Bin packing problem with restricted item fragmentation: Assignment of jobs in multi-product assembly…    37 

∑ 𝑥𝑗𝑖 = 1

𝑖∈𝐴𝑗

                                                            𝑗 ∈ 𝑁 (3) 

∑ 𝑥𝑗𝑖 = 0

𝑖∈�̅�𝑗

                                                            𝑗 ∈ 𝑁 (4) 

∑ �̅�𝑗𝑖 ≤ 1

𝑖∈𝐴𝑗

                                                            𝑗 ∈ 𝐹 (5) 

∑ �̅�𝑗𝑖 = 0

𝑖∈�̅�𝑗

                                                            𝑗 ∈ 𝐹 (6) 

∑ �̅�𝑗𝑖 = 0                                                              𝑗 ∈ �̅� (7)

𝑡

𝑖=1

 

∑ �̅�𝑗𝑖 ≤ 1

𝑗∈𝑎𝑖

                                                    𝑖 ∈ 𝑇/{1} (8) 

∑ �̅�𝑗𝑖 = 0

𝑗∈�̅�𝑖

                                                    𝑖 ∈ 𝑇/{1} (9) 

𝑥𝑗𝑖  ≥ �̅�𝑗𝑖+1                                       𝑗 ∈ 𝑎𝑖 , 𝑖 ∈ 𝑇/{𝑡} (10) 

𝑧𝑖  ≤  ∑ �̅�𝑗𝑖 ∗ 𝑃𝑗

𝑛

𝑗=1

                                        𝑖 ∈ 𝑇/{1} (11) 

𝑧2 + 𝑦1 ∗ 𝑜 ≥  ∑ 𝑥𝑗1 ∗ 𝑃𝑗 − 𝑑

𝑛

𝑗=1

                                 (12) 

𝑦𝑡 ∗ 𝑜 ≥ 𝑧𝑡 + ∑ 𝑥𝑗𝑡 ∗ 𝑃𝑗 − 𝑑

𝑛

𝑗=1

                                   (13) 

 

𝑧(𝑖+1) + 𝑦𝑖 ∗ 𝑜 ≥ 𝑧𝑖 + ∑ 𝑥𝑗𝑖 ∗ 𝑃𝑗 − 𝑑

𝑛

𝑗=1

    𝑖 ∈ 𝑇/{1, 𝑡} 

                                                                    (14) 

𝑥𝑗𝑖 , �̅�𝑗𝑖 , 𝑦𝑖  ∈ {0,1}                                  𝑗 ∈ 𝑁, 𝑖 ∈ 𝑇 (15)  

𝑧𝑖 ≥ 0                                                                   𝑖 ∈ 𝑇  (16)  

 

In the model, objective function minimizes the total 

overtime. Constraints (1) and (2) ensure that a job 

cannot be fragmented before the first day of the 

planning horizon. Constraints (3) and (4) guarantee that 

jobs have to be assigned to only one day and they 

cannot be assigned to days that are later than their 

delivery dates. Constraints (5) and (6) state that if a job 

is fragmentable, it can be fragmented for the days that 

are earlier than its delivery dates. Constraints (7) 

guarantee that non-fragmentable jobs cannot be 

fragmented. Constraints (8) ensure that at most one job 

can be fragmented among all jobs for the day. 

Constraints (9) ensure that a job can not be fragmented 

for days to which it cannot be assigned. Constraints 

(10) state that a job can only be fragmented on the day 

after its original assigned day. Constraints (11) 

guarantee that the fragmented time of the day cannot be 

more than the processing time of the fragmented job. 

Constraints (12-14) ensure that the capacity of each day 

is not exceeded. The planning horizon can be separated 

into three sections by considering their special 

conditions while setting up the model. The first day 

cannot have an earlier day's remaining capacity 

requirement. Constraints (12) control the capacity of 

the first day of the planning horizon. The last day 

cannot have over capacity to transfer the next day. 

Constraints (13) control the last day of the planning 

horizon. Constraints (14) control the capacity of the 

remaining days over the planning horizon. Constraints 

(15) and (16) define the domain for decision variables. 

4. Numerical study 

This section presents the numerical study conducted to 

evaluate the performance of the MIP formulation on the 

BPPIF. The MIP model was solved using Gurobi 

Optimizer version 9.5.0.0rc5. A PC with a 16 GB RAM 

and Apple M1 processor was used to carry out all the 

experiments. We imposed a run time limit of 60 

seconds for the MIP model. 

4.1. Data generation 

We construct our experiment design based on average 

processing time (APT), fragmentable item ratio (FIR), 

job number (JN), and capacity ratio (CR) parameters. 

In our test instances, we aim to have a nearly equal 

number of jobs with the same due date. To do so, day 

numbers are calculated parametrically as follows:  

 

𝐷𝑁 =
𝐽𝑁 ∗ 𝐴𝑃𝑇 ∗ 𝐶𝑅

𝐷𝑇
 

where DN represents the day number, JN represents the 

job number, APT represents the average processing 

time, CR represents the capacity ratio and DT 

represents the day time which is the total time of normal 

shift time and over time per day. 

We generated the processing time of jobs randomly by 

using the uniform distribution with mean 40. The 

bounds of the uniform distribution is determined by the 

following equations.  

 

𝑢𝑝𝑝𝑒𝑟𝐿𝑖𝑚𝑖𝑡 = 𝐴𝑃𝑇 ∗ 𝐶𝑅 

𝑙𝑜𝑤𝐿𝑖𝑚𝑖𝑡 = 𝐴𝑃𝑇 ∗ (2 − 𝐶𝑅) 

 

In our experimental setup, we used the following set of 

parameters; JN∈{176, 352, 704, 1408}, FI∈{20%, 

40%, 60%} and CR∈{110%, 160%}. 

We employed a daytime duration of 704 minutes, with 

554 minutes designated as normal shift time and the 

remaining 150 minutes allocated for overtime. To 

ensure statistical robustness, we generated 10 samples 

for each instance class. This leads us to 240 test 

instances in total. The average values obtained from 

these samples were subsequently employed in 

analyzing results. Finally,  DN∈{11, 16, 22, 32, 44, 64, 

88, 128} are found implicitly based on parameters 

given above. 
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4.2. Results 

In this section, we present the computational results of 

our experiments. The results on the test instances show 

that the model yields optimal solutions for 90% of the 

240 test instances within a time limit of 60 seconds. In 

only 10% of the total instances, it fails to find the 

optimal solution within the given time limit. The 

maximum gap is found as %4 while the average gap 

found  as %3 in those instances that were not solved 

optimally. This result highlights the effectiveness of the 

proposed mathematical model in solving a significant 

portion of the test instances efficiently.  

Table 2 presents the average, minimum and maximum 

solution times for the instances based on each 

parameters. It can be observed from the table that as the 

number of jobs increases, the solution time of the model 

also increases. The relationship between the number of 

jobs and the solution time can be attributed to the 

computational complexity of the problem. As the 

number of jobs increases, the problem becomes more 

complex and requires additional computational 

resources to find the optimal solution. This increase in 

solution time is expected due to the combinatorial 

nature of the problem, where the number of possible 

solutions grow exponentially with the number of tasks. 

The effect of FI ratio, which indicates the percentage of 

jobs that are fragmentable can be also observed in the 

Table 2. It is well-known that the problem becomes 

trivial if there is no restriction on the item 

fragmentation. This indicates that one would expect to 

have faster computation as the ratio between 

fragmentable and nonfragmentable jobs approaches to 

1. The results show that, the average solution time 

decreases when the number of fragmentable jobs in the 

problem increases sufficiently. Yet, we cannot observe 

a similar trend in the maximum solution time statistics. 

 

Table 2. Solution times for parameters. 

Group Value AST Min Max 

JN 

176 0.020 0.002 0.100 

352 0.143 0.008 1.006 

704 2.501 0.033 18.073 

1408 6.633 0.142 56.255 

FI 

20% 0.762 0.002 12.710 

40% 2.788 0.002 42.831 

60% 1.877 0.002 56.255 

CR 
110% 4.060 0.020 56.255 

160% 0.052 0.002 0.190 

JN: Job number, FI: Fragmentable item ratio, CR: 

Capacity ratio, AST: Average solution time (seconds), 

Min: Minimum solution time (seconds), Max: Maximum 

solution time (seconds) 
 

The CR ratio, as mentioned before, has an effect on the 

randomly determined processing times for jobs. As the 

CR ratio increases, the average total processing time of 

jobs that must finish prior to any day decreases. This 

implies that, for lower CR ratio, the daily capacity 

becomes tighter as compared to that of higher CR ratio.  

As such, the problem inherently gets more difficult. In 

Table 2, it can be observed that solution times 

dramatically improve as CR ratio increases. 

Finally, the average solution times for DN with same 

CR are given in Table 3. CR have a direct impact on the 

calculation of DN. CR, in a way, indicates the 

underutilization of the workcenter each day. Therefore, 

for the same CR, the rate of utilization, i.e., daily 

capacity tigthness, remains steady.  

 

Table 3. Solution times of DN for same CR. 

DN CR AST Min Max 

16 160% 0.002 0.002 0.002 

32 160% 0.008 0.008 0.008 

64 160% 0.035 0.033 0.039 

128 160% 0.165 0.142 0.190 

11 110% 0.039 0.002 0.100 

22 110% 0.278 0.089 1.006 

44 110% 4.967 0.734 18.073 

88 110% 45.436 39.386 56.255 

DN: Day number, CR: Capacity ratio, AST: Avereage 

solution time (seconds), Min: Minimum solution time 

(seconds), Max: Maximum solution time (seconds) 

 

In Table 3, we report the impact of day number on the 

average, minimum and maximum solution time for the 

instances with the same underutilization level. As a 

result, we can see that DN has a negative impact on the 

average solution time. More specifically, the average 

solution time increases with greater DN values. This is 

not surprising because the number of binary variables 

used within the MIP model depends on DN. Therefore, 

greater DN values lead us to larger MIP models and this 

eventually increases the solution times.  

5. Conclusions and future research directions 

We have studied the assignment problem of multi 

product assembly jobs to the days. Considering the 

similarity of the problem with the BPPIF, we have 

proposed a MIP model. We have considered the 

additional constraint of item-bin conflict. An item can 

be fragmented at most once, and only to the following 

bin. Computational experiments have shown that the 

MIP model obtained optimal solutions for majority of 

instances within reasonable computation times. Our 

results provide insights for researchers and 

practitioners in scheduling problems with due dates and 

overtime constraints. 

The proposed model can be used as a decision support 

tool in planning production assignments where 

sequence-dependent setup times can be ignored, and 

delivery times are of interest. The MIP model can be 

considered as a simple yet effective model for systems 

involving processes with less than 1000 job numbers.  

Several research directions could be considered for 

future work. The performance of the MIP model for the 

BPPIF could be examined further to minimize the 
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number of fragmented jobs. Despite extensive research 

on the BPPIF, several open problems and challenging 

variants still exist, including the BPPIF with uncertain 

item sizes, multiple criteria, and precedence relations. 

Furthermore, developing efficient algorithms, such as 

metaheuristics, for handling large-scale instances of the 

problem remains an active research area.  
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1. Introduction

Let A be the family of functions of the form

f (z) = z +
∞∑
n=2

anz
n, z ∈ E (1)

which are analytic in the open unit disk E =
{z ∈ C : |z| < 1} and let S denote the subclass of
A consisting of all univalent functions in E. With
a view to recalling the principal of subordination
between analytic functions, let f (z) and g (z) be
analytic functions in E. Then we say that the
function f (z) is subordinate to g (z) in E, if there
exits a Schwarz function w (z) , analytic in E with

w (0) = 0 and |w (z)| < 1, (z ∈ E)

such that f (z) = g (w (z)) . We denote this
subordination by

f (z) ≺ g (z) .

If g is a univalent function in E, then

f (z) ≺ g (z) ⇔ f (0) = g (0) and f (E) ⊂ g (E) .

The famous coefficient conjucture Beiberbach
conjucture for the functions f ∈ S of the
form (1) was first presented by Beiberbach [1]
in 1916 and proven by de-Branges [2] in 1985.
In between the years 1916 and 1985, many
mathematicians worked to prove Beiberbach’s
conjucture. Consequently, they defined several
subclasses of S connected with different image
domains. Among these, the families S∗, C and
K of starlike functions, convex functions, and
close-to-convex functions, respectively, are the
most fundamental subclasses of S and have a
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nice geometric interpretation. These families are
defined as follows:

S∗ =

{
f ∈ S :

zf
′
(z)

f (z)
≺ 1 + z

1− z
, (z ∈ E)

}
(2)

C =

{
f ∈ S : 1 + zf

′′
(z)

f ′ (z)
≺ 1+z

1−z , (z ∈ E)

}
(3)

K =

{
f ∈ S : zf

′
(z)

g(z) ≺ 1+z
1−z , g (z) ∈ S∗, (z ∈ E)

}
.

(4)

We recall here which are connected with
trigonometric functions and are defined as folows:

S∗
sin =

{
f ∈ S :

zf
′
(z)

f (z)
≺ 1 + sin (z) , (z ∈ E)

}
(5)

Csin =

{
f ∈ S : 1 + zf

′′
(z)

f ′ (z)
≺ 1 + sin (z) , (z ∈ E)

}
(6)

Rsin =
{
f ∈ S : f

′
(z) ≺ 1 + sin (z) , (z ∈ E)

}
(7)

The class S∗
sin of analytic function defined in (5)

was introduced by Cho et al. [3].

In the 1960s Pommerenke [4], [5] defined the
Hankel determinant Hq,n (f)for a given f of the
form (1) f as follows

Hq,n (f) =

∣∣∣∣∣∣∣∣∣
an an+1 . . . an+q−1

an+1 an+2 . . . an+q
...

... . . .
...

an+q−1 an+q · · · an+2q−2

∣∣∣∣∣∣∣∣∣ ,
(8)

where q, n ∈ N = {1, 2, 3, ...} . In particular,

H2,1 (f) =

∣∣∣∣ 1 a2
a2 a3

∣∣∣∣ = a3 − a22,

H2,2 (f) =

∣∣∣∣ a2 a3
a3 a4

∣∣∣∣ = a2a4 − a23

and

H3,1 (f) =

∣∣∣∣∣∣
1 a2 a3
a2 a3 a4
a3 a4 a5

∣∣∣∣∣∣
= a3

(
a2a4 − a23

)
+ a4 (a2a3 − a4) + a5

(
a3 − a22

)
.

The studies on Hankel determinants are
concentrated on estimating H2,2 (f) and H3,1 (f)
for different subclasses of S.The absolute sharp

bounds of the functional H2,2 (f) were found
in [6], [7] for each of the families S∗,C, and R,
where the familyR contains functions of bounded
turning. In [7] , Janteng et al. proved that
|H2,2 (f)| ≤ 1 for S∗and |H2,2 (f)| ≤ 1

8 for
K,where S∗and Kare very well known classes of
starlike and convex functions. The estimation
of the determinant |H3,1 (f)| is very hard as
compared to deriving the bound of |H2,2 (f)| .
The paper on |H3,1 (f)| was given in 2010 by
Babalola [8], in which he obtained the upper
bound of H3,1 (f) for the families of S∗,C, and
R. Later on, many authors published their work
regarding |H3,1 (f)| for different subclasses of
univalent functions; see [9–16]. In 2017, Zaprawa
[17] improved the results of Babalola. In 2018,
Kowalczyk et al. [18] and Lecko et al. [19] obtained
the sharp inequalities:

|H3,1 (f)| ≤
4

35
and |H3,1 (f)| ≤

1

9

for the recognizable families K and S∗ (1
2

)
,

respectively , where the symbol S∗ (1
2

)
stands

for the family of starlike functions of order 1
2 .

Arif M. et al. [20] obtained the upper bound of
|H3,1 (f)|for the subclasses S∗

sin,Csin and Rsin in
2019. In 2019, Shi et al. [21] investigated the
estimate of |H3,1 (f)|for the subclasses S∗

car,Ccar

and Rcarin of analytic functions connected with
the cardioid domain. In 2019, Zaprawa [22]
studied the Hankel Determinant for Univalent
Functions Related to the Exponential Function.

For f ∈ A,n ∈ N = {0, 1, 2, , 3, ...} , the operator
Dnf is defined by Dn : A → A [23]

D0f (z) = f (z)

Dn+1f (z) = z [Dnf (z)]
′
, z ∈ E.

If f ∈ A, f (z) = z+
∑∞

k=2 akz
k, then Dnf (z) =

z +
∑∞

k=2 k
nakz

k, z ∈ E.

Let n ∈ N = {0, 1, 2, , 3, ...} and λ ≥ 0. We let Dn
λ

denote [24] the operator defined by

Dn
λ : A → A,D0

λf (z) = f (z) ,

D1
λf (z) = (1− λ)D0

λf (z) + λz
(
D0

λf (z)
)′

= (1− λ) f (z) + λzf
′
(z) ,

· · ·
Dn+1

λ f (z) = (1− λ)Dn
λf (z) + λz (Dn

λf (z))
′
.

We observe that Dn
λ is a linear operator and for

f (z) = z +
∑∞

k=2 akz
k, we have [25]
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Dn
λf (z) = z +

∞∑
k=2

[1 + λ (k − 1)]n akz
k .

Now, we define a subclass of analytic functions as
follows:

Definition 1. Let λ ≥ 0, n ∈ N = {0, 1, 2, 3, ...}
and f (z) is defined by (1). We define the classes
of S∗

(λ,n) and C(λ,n) in the following way

S∗
(λ,n) =

{
f ∈ S :

z (Dn
λf (z))

′

Dn
λf (z)

≺ 1 + sin (z)

}
(9)

and

C(λ,n) =

{
f ∈ S : 1 +

z(Dn
λf(z))

′ ′

(Dn
λf(z))

′ ≺ 1 + sin (z)

}
.

(10)

In this present article, our aim is to investigate
the estimate of |H2,2 (f)| and |H3,1 (f)| for the
subclasses S∗

(λ,n) and C(λ,n) of analytic functions

related with sine function.

2. Auxiliary lemmas

Let P denote the family of all functions p which
are analytic in E with Re p (z) > 0 and has the
following series representation

p (z) = 1 + p1z + p2z
2 + p3z

3 + ... (11)

= 1 +
∞∑
n=1

pnz
n (z ∈ E) .

Here p (z) is called the Caratheodory function
[26].

Lemma 1. ( [27]) Let p (z) ∈ P. Then |pn| ≤
2, n = 1, 2, ... .

Lemma 2. ( [28], [29]) Let the function p (z) ∈
P be given by (11), then

2p2 = p21 + x
(
4− p21

)
(12)

for some x, |x| ≤ 1, and

4p3 = p31 + 2p1
(
4− p21

)
x− p1

(
4− p21

)
x2 (13)

+2
(
4− p21

) (
1− |x|2

)
η

for some complex value η, |η| ≤ 1.

Lemma 3. ( [20], [30]) Let p (z) ∈ P and has
the form (11) then

∣∣∣∣p2 − p21
2

∣∣∣∣ ≤ 2− |p1|2

2
(14)∣∣pn+2k − µpnp

2
k

∣∣ ≤ 2 (1 + 2µ) for µ ∈ R, (15)

|pn+k − ηpnpk| < 2, for 0 ≤ η ≤ 1, (16)

|pmpn − pkpl| ≤ 4 for m+ n = k + l, (17)

and for complex number λ, we have∣∣p2 − λp21
∣∣ ≤ max {2, 2 |λ− 1|} . (18)

For the results in (14),(15),(16),(17) see ( [31],
[32]) for the inequality (18).

Lemma 4. ( [20]) Let p (z) ∈ P and has the form
(11),then ∣∣Jp31 −Kp1p2 + Lp3

∣∣ (19)

≤ 2 |J |+ 2 |K − 2J |+ 2 |J −K + L| .

3. Main results

3.1. The upper bound of the modules of
Hankel’s determinants for the
coefficients of functions belonging to
class S∗

(λ,n)

Theorem 1. If the function f (z) ∈ S∗
(λ,n) and of

the form (1), then

|a2| ≤
1

(1 + λ)n
, |a3| ≤

1

2 (1 + 2λ)n
,

|a4| ≤
13

36 (1 + 3λ)n
, |a5| ≤

7

24 (1 + 4λ)n
.

Proof. From the definition of the class S∗
(λ,n), we

have

z (Dn
λf (z))

′

Dn
λf (z)

= 1 + sin (w (z)) (20)

where w is analytic in E with w (0) = 0 and
|w (z)| < 1, z ∈ E. Consider a function p such
that

p (z) =
1 + w (z)

1− w (z)
= 1 + p1z + p2z

2 + ...

then p ∈ P. This implies that

w (z) =
p (z)− 1

p (z) + 1
=

p1z + p2z
2 + p3z

3 + ...

2 + p1z + p2z2 + p3z3 + ...
.

From (1), we can write
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z (Dn
λf (z))

′

Dn
λf (z)

= 1 + (1 + λ)n a2z

+
[
2 (1 + 2λ)n a3 − (1 + λ)2n a22

]
z2

+ [3 (1 + 3λ)n a4−

3 (1 + 2λ)n (1 + λ)n a2a3 + (1 + 3λ)3n a32

]
z3

+ [4 (1 + 4λ)n a5 − 4 (1 + 3λ)n (1 + λ)n a2a4

+ 4 (1 + 2λ)n (1 + λ)2n a22a3 − 2 (1 + 2λ)2n a23

− (1 + λ)4n a42

]
z4 + ...

(21)

After some simple calculations, we obtain

1 + sin (w (z)) = 1 + w (z)− (w (z))3

3!
+

(w (z))5

5!

−(w (z))7

7!
+ ...

= 1 + 1
2p1z +

(
p2
2 − p21

4

)
z2 +

(
5
48p

3
1 +

p3
2 − p1p2

2

)
z3+(

p4
2

+
5

16
p21p2 −

p41
32

− p1p3
2

− p22
4

)
z4 + ... (22)

From (20), (21) and (22), it follows that

a2 =
p1

2 (1 + λ)n
(23)

a3 =
p2

4 (1 + 2λ)n
(24)

a4 =
1

6 (1 + 3λ)n

(
p3 −

p1p2
4

− p31
24

)
(25)

a5 =
1

8(1+4λ)n

(
p4 − p1p3

3 +
5p41
144 − p21p2

24 − p22
4

)
.

(26)

Applying Lemma 1 in (23) and (24), we obtain

|a2| =
∣∣∣∣ p1
2 (1 + λ)n

∣∣∣∣ ≤ 1

(1 + λ)n
and

|a3| =
∣∣∣∣ p2
4 (1 + 2λ)n

∣∣∣∣ ≤ 1

2 (1 + 2λ)n
.

If the expression (25) is calculated by taking
J = − 1

24 , K = 1
4 , L = 1 in the inequality (19),

we obtain

|a4| = 1
6(1+3λ)n

∣∣− 1
24p

3
1 − 1

4p1p2 + p3
∣∣ (27)

≤ 1

6 (1 + 3λ)n{
2

∣∣∣∣− 1

24

∣∣∣∣+ 2

∣∣∣∣14 +
1

12

∣∣∣∣+ 2

∣∣∣∣− 1

24
− 1

4
+ 1

∣∣∣∣}

≤ 1

6 (1 + 3λ)n

{
1

12
+

2

3
+

17

12

}
≤ 13

36 (1 + 3λ)n
.

If the expression (26) is calculated using the
Lemma 1 and (16) inequality, we have

|a5| ≤
1

8 (1 + 4λ)n
(28){

1

2

∣∣∣∣p4 − 2

3
p1p3

∣∣∣∣+ 1

2

∣∣∣∣p4 − 1

2
p22

∣∣∣∣+ |p1|2

24

∣∣∣∣p2 − 5

6
p21

∣∣∣∣
}

<
7

24 (1 + 4λ)n
.

Taking λ = 0, n = 0 in Theorem 1, we obtain the
following Corollary 1. □

Corollary 1. If the function f (z) ∈ S∗
(0,0) = S∗

and of the form (1), then |a2| ≤ 1 |a3| ≤ 1
2 , |a4| ≤

13
36 , |a5| <

7
24 .

Theorem 2. If the function f (z) ∈ S∗
(λ,n) and of

the form (1), then

∣∣a3 − a22
∣∣ ≤ 1

2 (1 + 2λ)n
(29)

Proof. To obtain the (29) inequality, we will use
the expression (18). If equations (23) and (24) are
used,we can write

∣∣a3 − a22
∣∣ =

∣∣∣∣∣ p2
4 (1 + 2λ)n

−
[

p1
2 (1 + λ)n

]2∣∣∣∣∣
=

∣∣∣∣ p2
4 (1 + 2λ)n

− p21
4 (1 + λ)2n

∣∣∣∣
=

1

4 (1 + 2λ)n

∣∣∣∣p2 − (1 + 2λ)n

(1 + λ)2n
p21

∣∣∣∣
≤ 1

4 (1 + 2λ)n
max

{
2, 2

∣∣∣∣(1 + 2λ)n

(1 + λ)2n
− 1

∣∣∣∣} .

Here, considering that

(1 + 2λ)n

(1 + λ)2n
≤ 1 ⇒ (1 + 2λ)n ≤ (1 + λ)2n

⇒ 1 + 2λ ≤ 1 + 2λ+ λ2 ⇒ λ2 ≥ 0,∣∣a3 − a22
∣∣ ≤ 1

2 (1 + 2λ)n

is written. □

Theorem 3. If the function f (z) ∈ S∗
(λ,n) and of

the form (1), then

|a2a3 − a4| (30)
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≤

{
1

2(1+λ)n(1+2λ)n
− 1

9(1+3λ)n
, 0 ≤ λ ≤ 3ν+

√
9ν2+8v
4

13
36(1+3λ)n

, λ ≥ 3ν+
√
9ν2+8v
4

.

Here, it is defined as ν =
(
18
17

) 1
n − 1.

Proof. From (23), (24) and (25), it follows that

|a2a3 − a4| =

∣∣∣∣∣∣∣∣
p31

144(1+3λ)n
+(

1
8(1+λ)n(1+2λ)n

+ 1
24(1+3λ)n

)
p1p2

− p3
6(1+3λ)n

∣∣∣∣∣∣∣∣ .
(31)

If the expression (31) is calculated by taking

J =
1

144 (1 + 3λ)n
,

K = −
(

1

8 (1 + λ)n (1 + 2λ)n
+

1

24 (1 + 3λ)n

)
,

L = − 1

6 (1 + 3λ)n

in the inequality (19),we obtain

|a2a3 − a4| ≤
1

72 (1 + 3λ)n

+ 2

∣∣∣∣ 1

8 (1 + λ)n (1 + 2λ)n
+

1

18 (1 + 3λ)n

∣∣∣∣
+ 2

∣∣∣∣ 1

8 (1 + λ)n (1 + 2λ)n
− 17

144 (1 + 3λ)n

∣∣∣∣
Now, Let’s Look at the sign of 1

8(1+λ)n(1+2λ)n
−

17
144(1+3λ)n

expression. Let’s assume that

1

8 (1 + λ)n (1 + 2λ)n
− 17

144 (1 + 3λ)n
≤ 0.

With a simple calculation, we write

1
8(1+λ)n(1+2λ)n

≤ 17
144(1+3λ)n

⇒ 144 (1 + 3λ)n ≤ 136 [(1 + λ) (1 + 2λ)]n ⇒
18 (1 + 3λ)n ≤ 17

(
1 + 3λ+ 2λ2

)n
⇒

(
18
17

) 1
n ≤ 1 + 2λ2

1+3λ ⇒
(
18
17

) 1
n − 1 ≤ 2λ2

1+3λ .

If
(
18
17

) 1
n − 1 = ν , then

(
18
17

) 1
n − 1 ≥ 0 . Thus, we

obtain ν ≤ 2λ2

1+3λ ⇒ 2λ2 − 3νλ− ν ≥ 0.

If this inequality is solved, we fınd

λ1 =
3ν −

√
9ν2 + 8v

4
and λ2 =

3ν +
√
9ν2 + 8v

4
.

Thus, since λ ≥ 0 must be, we get |a2a3 − a4| ≤{
1

2(1+λ)n(1+2λ)n
− 1

9(1+3λ)n
, 0 ≤ λ ≤ 3ν+

√
9ν2+8v
4

13
36(1+3λ)n

, λ ≥ 3ν+
√
9ν2+8v
4

.

□

Theorem 4. If the function f (z) ∈ S∗
(λ,n) and of

the form (1), then

|H2,2 (f)| =
∣∣a2a4 − a23

∣∣ (32)

≤ 13

36 (1 + λ)n (1 + 3λ)n
+

1

4 (1 + 2λ)2n
.

Proof. From (23), (24) and (25), it follows that

∣∣a2a4 − a23
∣∣

=

∣∣∣∣∣∣
p1p3

12(1+λ)n(1+3λ)n
− p21p2

48(1+λ)n(1+3λ)n

− p41
288(1+λ)n(1+3λ)n

− p22
16(1+2λ)2n

∣∣∣∣∣∣ .
If the triangle inequality is applied to this last
equation, we obtain

∣∣a2a4 − a23
∣∣

≤


|p1|

12(1+λ)n(1+3λ)n

∣∣∣p3 − p1p2
4 − p31

24

∣∣∣
+
∣∣∣ p22
16(1+2λ)2n

∣∣∣
 .

(19) according to inequality, we can write

∣∣∣∣p3 − p1p2
4

− p31
24

∣∣∣∣
≤

{
2
∣∣− 1

24

∣∣+ 2
∣∣1
4 + 1

12

∣∣
+2

∣∣− 1
24 − 1

4 + 1
∣∣ }

≤ 13

6
.

Thus , we obtain
∣∣a2a4 − a23

∣∣ ≤{
2

12(1+λ)n(1+3λ)n
· 13

6 + 1
4(1+2λ)2n

}
≤ 13

36(1+λ)n(1+3λ)n
+ 1

4(1+2λ)2n
. □

Theorem 5. If the function f (z) ∈ S∗
(λ,n) and of

the form (1), then
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|H3 (1)| <



13
36(1+3λ)n(1+λ)n(1+2λ)n

+ 1
8(1+2λ)3n

− 13
324(1+3λ)2n

+ 7
48(1+4λ)n(1+2λ)n

; 0 ≤ λ ≤ 3ν+
√
9ν2+8v
4

13
72(1+3λ)n(1+λ)n(1+2λ)n

+ 1
8(1+2λ)3n

+ 169
1296(1+3λ)2n

+ 7
48(1+4λ)n(1+2λ)n

;λ ≥ 3ν+
√
9ν2+8v
4

.

(33)

Here, it is defined as ν =
(
18
17

) 1
n − 1.

Proof. If the absolute value of both sides of the
expression

H3 (1) = a3
(
a2a4 − a23

)
− a4 (a4 − a2a3)

+a5
(
a3 − a22

)
is taken and the triangle inequality is applied, we
can write

|H3 (1)| ≤ |a3|
∣∣a2a4 − a23

∣∣+ |a4| |a4 − a2a3|

+ |a5|
∣∣a3 − a22

∣∣ .
In this last inequality, if the upper bound
expressions discussed in Theorem 1, Theorem 2,
Theorem 3, and Theorem 4, are written instead
of and necessary operations are done, we obtain

|H3 (1)| <



13
36(1+3λ)n(1+λ)n(1+2λ)n

+ 1
8(1+2λ)3n

− 13
324(1+3λ)2n

+ 7
48(1+4λ)n(1+2λ)n

; 0 ≤ λ ≤ 3ν+
√
9ν2+8v
4

13
72(1+3λ)n(1+λ)n(1+2λ)n

+ 1
8(1+2λ)3n

+ 169
1296(1+3λ)2n

+ 7
48(1+4λ)n(1+2λ)n

;λ ≥ 3ν+
√
9ν2+8v
4

.

Here, it is defined as ν =
(
18
17

) 1
n − 1. □

3.2. The upper bound of the modules of
Hankel’s determinants for the
coefficients of functions belonging to
class C(λ,n).

Theorem 6. If the function f (z) ∈ C(λ,n) and

of the form (1), then |a2| ≤ 1
2(1+λ)n

, |a3| ≤
1

6(1+2λ)n
, |a4| ≤ 13

144(1+3λ)n
, |a5| ≤ 7

120(1+4λ)n
.

Proof. From the definition of the class C(λ,n), we
have

1 +
z (Dn

λf (z))
′′(

Dn
λf (z)

)′ = 1 + sin (w (z)) (34)

where w is analytic in E with w (0) = 0 and
|w (z)| < 1, z ∈ E.

From (1), we can write

1 +
z(Dn

λf(z))
′ ′

(Dn
λf(z))

′ = 1 + 2 (1 + λ)n a2z

+
[
6 (1 + 2λ)n a3 − 4 (1 + λ)2n a22

]
z2

+ [12 (1 + 3λ)n a4
−18 (1 + λ)n (1 + 2λ)n a2a3

+8 (1 + λ)3n a32

]
z3+ [20 (1 + 4λ)n a5

−32 (1 + λ)n (1 + 3λ)n a2a4

−18 (1 + 2λ)2n a23 (35)

+48 (1 + λ)2n (1 + 2λ)n a22a3

−16 (1 + λ)4n a42

]
z4 + ...

From (23) and (35) , it follows that

a2 =
p1

4 (1 + λ)n
(36)

a3 =
p2

12 (1 + 2λ)n
(37)

a4 =
1

24 (1 + 3λ)n

(
p3 −

p1p2
4

− p31
24

)
(38)

a5 =
1

40(1+4λ)n

(
p4 − p1p3

3 +
5p41
144 − p21p2

24 − p22
4

)
.

(39)

Applying Lemma 1 in (36) and (37), we obtain

|a2| ≤
∣∣∣∣ p1
4 (1 + λ)n

∣∣∣∣ ≤ 1

2 (1 + λ)n
(40)

and

|a3| ≤
∣∣∣∣ p2
12 (1 + 2λ)n

∣∣∣∣ ≤ 1

6 (1 + 2λ)n
. (41)

If the expression (38) is calculated by taking
J = − 1

24 , K = 1
4 , L = 1 in the inequality (19),

we obtain

|a4| ≤ 1

24 (1 + 3λ)n

∣∣∣∣− 1

24
p31 −

1

4
p1p2 + p3

∣∣∣∣
≤ 13

144 (1 + 3λ)n
.

If the expression (39) is calculated using the
Lemma 1 and (16) inequality, we have
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|a5| ≤ 1

40 (1 + 4λ)n
(42){

1
2

∣∣p4 − 2
3p1p3

∣∣
+1

2

∣∣p4 − 1
2p

2
2

∣∣+ |p1|2
24

∣∣p2 − 5
6p

2
1

∣∣
}

=
7

120 (1 + 4λ)n
.

□

Theorem 7. If the function f (z) ∈ C(λ,n) and of
the form (1), then

∣∣a3 − a22
∣∣ ≤ 1

6 (1 + 2λ)n
. (43)

Proof. To obtain the inequality (43) we will use
the expression (18). If equations (36) and (37) are
used,we can write

∣∣a3 − a22
∣∣

=

∣∣∣∣∣ p2
12 (1 + 2λ)n

−
[

p1
4 (1 + λ)n

]2∣∣∣∣∣
≤ 1

12 (1 + 2λ)n
max

{
2, 2

∣∣∣∣3 (1 + 2λ)n

4 (1 + λ)2n
− 1

∣∣∣∣} .

Here , 3(1+2λ)n

4(1+λ)2n
≤ 1. Thus, since

max
{
2, 2

∣∣∣3(1+2λ)n

4(1+λ)2n
− 1

∣∣∣} = 2, the desired

result is obtained in the form of
∣∣a3 − a22

∣∣ ≤
1

6(1+2λ)n
. □

Theorem 8. If the function f (z) ∈ C(λ,n) and of
the form (1), then

|a2a3 − a4| ≤ 1
12(1+λ)n(1+2λ)n

+ 13
144(1+3λ)n

.

(44)

Proof. From (36), (37) and (38), it follows that

|a2a3 − a4|

=

∣∣∣∣∣
p1p2

48(1+λ)n(1+2λ)n

+ 1
24(1+3λ)n

(
p31
24 + p1p2

4 − p3

) ∣∣∣∣∣ .
If the triangle inequality is applied to this last
equation, we write

|a2a3 − a4|

≤ |p1| |p2|
48 (1 + λ)n (1 + 2λ)n

+
1

24 (1 + 3λ)n

∣∣∣∣p3124 +
p1p2
4

− p3

∣∣∣∣ .

According to the (19) inequality, it is thought that

∣∣∣∣p3124 +
p1p2
4

− p3

∣∣∣∣
≤

{
2
∣∣ 1
24

∣∣+ 2
∣∣−1

4 − 1
12

∣∣
+2

∣∣ 1
24 + 1

4 − 1
∣∣ }

≤ 13

6

can be written and if Lemma 1 is taken into
account, we find

|a2a3 − a4|
≤ |p1||p2|

48(1+λ)n(1+2λ)n
+ 1

24(1+3λ)n

∣∣∣p3124 + p1p2
4 − p3

∣∣∣
≤ 1

12(1+λ)n(1+2λ)n
+ 13

144(1+3λ)n
. □

Theorem 9. If the function f (z) ∈ C(λ,n) and of
the form (1), then∣∣a2a4 − a23

∣∣ ≤ 13
288(1+λ)n(1+3λ)n

+ 1
36(1+2λ)2n

.

(45)

Proof. From (36), (37) and (38), it follows that∣∣a2a4 − a23
∣∣

=

∣∣∣∣∣∣
p1p3

96(1+λ)n(1+3λ)n
− p21p2

384(1+λ)n(1+3λ)n

− p41
2304(1+λ)n(1+3λ)n

− p22
144(1+2λ)2n

∣∣∣∣∣∣ .
If the triangle inequality is applied to this last
equation, we write

∣∣a2a4 − a23
∣∣

≤


|p1|

96(1+λ)n(1+3λ)n∣∣∣p3 − p1p2
4 − p31

24

∣∣∣+ ∣∣∣ p22
144(1+2λ)2n

∣∣∣
 .

According to the (19) inequality, it is thought that

∣∣∣∣p3 − p1p2
4

− p31
24

∣∣∣∣
≤

{
2

∣∣∣∣− 1

24

∣∣∣∣+ 2

∣∣∣∣14 +
1

12

∣∣∣∣+ 2

∣∣∣∣− 1

24
− 1

4
+ 1

∣∣∣∣}
≤ 13

6

can be written and if Lemma 1. is taken into
account, we find∣∣a2a4 − a23

∣∣
≤

{
2

96(1+λ)n(1+3λ)n
· 13

6 + 1
36(1+2λ)2n

}
≤ 13

288(1+λ)n(1+3λ)n
+ 1

36(1+2λ)2n
. □
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Theorem 10. If the function f (z) ∈ C(λ,n) and
of the form (1), then

|H3 (1)| ≤ 13
864(1+3λ)n(1+λ)n(1+2λ)n

+ 1
216(1+2λ)3n

+ 169
20736(1+3λ)2n

+ 7
720(1+4λ)n(1+2λ)n

.

Proof. The proof of this theorem is similar to the
one in Theorem 5. □
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1. Introduction

Optical fibers are referred to as the waveguide
used for light transmission [1]. The light sig-
nal includes modulated information and is car-
ried over the glass surface due to the structure
of the fiber [2]. Modern optical fibers consist of
two coaxial glass cylinders, consisting of the outer
layer called cladding and the inner layer called
the essence with a larger refractive index [3]. The
structure of the optical fiber is depicted in Figure
1.

The phenomenon of total internal reflection is a
necessary condition for the transmission of light
within the waveguide. Otherwise, efficient trans-
mission does not occur, that is, the light passes to
the external environment. Furthermore, gauges
such as optical fibers’ refractive index profiles,
structures, the number of modes they support,
signal processing capabilities, distribution, and

polarization can also classify them. The phenom-
enon of total reflection can be explained by Snell’s
law, which represents the phenomenon of beam
optics at the interface separating two different me-
dia [1] and is expressed as n1sin∅1 = n2sin∅2 .

Figure 1. The basic structure of the
optical fiber.

When a light beam encounters an interface sep-
arating two different environments, some of the

*Corresponding Author
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light is reflected in the first environment and the
rest passes to the second medium. This is be-
cause the speed of light is different in the two
environments. Figure 2 shows the behavior of
the light beam when it encounters the interface.
Here, the relationship between refractive indices
is n1 > n2 [4–6].

Figure 2. The behavior of the light
beam encountering an interface.

Assuming that the angle of refraction is 90o, the

expression ∅c = sin−1
(
n2
n1

)
is reached and ∅c is

known as the critical angle [7,8]. If the angle of ∅1
made by the incoming beam with the normal of
the interface is greater than the critical angle, the
total internal reflection criterion is met and the
light is reflected back to the initial environment
at exactly the same angle [7–9]. The refractive
indices, critical angle, acceptance angle, and ac-
ceptance cone of the core, cladding, and external
environment on the fiber optic cable operating on
the total reflection principle are stated are Figure
3.

Figure 3. The refractive indices,
critical angle, acceptance angle and
acceptance cone of the core, cladding
and external environment on the fiber
optic cable.

One of the parameters that determine the per-
formance of optical fibers is the numerical aper-
ture (NA), whose formula is NA = n0sinθa =(
n2
1 − n2

2

)1/2
[7]. Here θa is the angle of accep-

tance [8]. NA is the capacity to capture light
rays of different angles entering the fiber optic

cable. The larger the NA magnitude, the more
light beams travel through the fiber. Fibers have
a certain angle of acceptance, and this angle
varies depending on the refractive index of the
core, cladding, and medium from which the light
comes. Fiber optic cable can only transmit in-
coming light rays within the limits of the accep-
tance cone angle, and another performance crite-
rion, the acceptance angle is half the acceptance
cone angle. NA grows as the difference between
the core and cladding indices of fiber optic cable
grows [7, 8, 10].

The development of optical fibers is possible
through close cooperation between both waveg-
uide and materials engineering [11,12]. Function-
ality can be added to fiber optic cables with the
adjustable behavior of materials. A variation in
refractive indices of electro-optical (EO) materi-
als, whose optical effects can be adjusted, can be
observed with an externally applied electric field.
In this context, there are many studies on EO
waveguide modulators and optical fibers in the
literature. The first study on EO polymer op-
tical fiber (POF) has been proposed by Kuzyk
et all [13–19]. Here, high electrical strength has
been obtained with an optical fiber consisting
of cladding with two parallel indium electrodes,
doped EO cores and poly (methyl methacrylate)
(PMMA) cladding.

In another study, a few important factors related
to the creation and sustainability of EO effect in
POF have been examined experimentally and sev-
eral EO POF designs have been presented. One
of the designs is a dual-core-planar cladding while
the other designs are a dual-core design with one
EO core and an H-shaped cladding in section. In
the study, the EO effect of the structure has been
measured and the change of this effect in differ-
ent conditions has been examined. In the same
article, it is emphasized that many device appli-
cations are based on the EO effect and it is also
stated that they plan to improve liquid crystal
doped POFs [13].In this study, the refractive in-
dex change caused by the EO effect of the mate-
rial with the external electric field applied to the
cladding from the outside is defined in the pro-
posed mathematical model.

A mathematical model is an abstract model made
using mathematical symbols and objects to ex-
plain the behavior of a real-life situation. This
type of modeling can help make better decisions
and examine functional relationships by making
predictions about a particular process [20].It can
be submitted in many different versions, such as
mathematical models, statistical models, and dif-
ferential equations. Differential equation models
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are used in many fields of science to determine
the dynamic perspectives of systems. Fractional
calculus has been an ancient but increasingly im-
portant subject of mathematics since the 17th
century. Fractional integral and differential op-
erators can be thought of as generalized forms of
integral and derivative operators with non-integer
order [21]. The memory notion for fractional cal-
culus is significant. In memory systems, it has to
remember previous values of the input to indicate
the current value of the output. Considering the
modeling of various memory phenomena, it is gen-
erally stated that a memory process is composed
two phases, a short-term situation with perma-
nent retention and a situation through fractional
derivative [22]. Recently, an increasing number of
studies and applications of fractional order sys-
tems have been presented in many fields of science
and engineering [23–26].

The innovation in this study is to propose the
fractional-order differential equation model for
the fiber optic consisting of EO cladding, such
that the dependent variables are the external elec-
tric field applied externally to the cladding and
the changes in refractive index caused by the EO
effect of the material.

Therefore, the structure of this article is format-
ted in the following order. In Section 2, we sub-
mit some mathematical definitions and notations
regarding fractional-order differential equations
adopted in the article. In Section 3, the math-
ematical model for an electro-optic cladding fiber
optic cable is introduced and then it has been
carried out the qualitative analysis of this model.
Also, the formulas for the structural parameters
of optical fiber waveguides have been updated,
when the system is in equilibrium. The proposed
method is numerically examined by a sample in
Section 4. Finally, the results and discussion are
drawn in Section 5.

2. Preliminaries of fractional-order
derivative

This section reviews the fundamental definitions,
theorems, concepts, and results that we will use
throughout the remainder of this paper.

Definition 1. (Riemann–Liouville fractional in-
tegral) Let t0 ∈ R+ = [0,∞) be the initial time.
Let Lloc

1 (J,Rn) be the linear space of all locally
Lebesgue integrable functions m : J → Rm, J ⊂
R. Let ||.|| be a norm in Rn. Riemann–Liouville
fractional integral of order α ∈ (0, 1)

t0I
α
t m (t) = 1

Γ (α)

∫ t
t0

m(s)

(t−s)1−αds, t ≥ t0, (1)

where m ∈ Lloc
1 ([ t0,∞) ,R) and Γ (.) is the

Gamma function [27].

Definition 2. (Caputo fractional derivative) The
Caputo fractional-order differential operator of
the function X can be stated as

C
t0D

α

t
X (t) =

1
Γ (m−α)

∫ t
a

X(m)(τ)

(t−τ)α−m+1dτ for m− 1 < α < m,

X(m) (τ) for α = m,
(2)

where t0 ≤ t, m ∈ Z+ [27].

Lemma 1. (Generalized mean value theorem)
Assume that X (t) ∈ C ([a, b]) and C

t0D
α

t
X (t) ∈

C ([a, b]), such that 0 < α ≤ 1, then:

X (t) = X (a) + 1
Γ (α)

C
t0D

α

t
X (ξ) (t− a)α, (3)

with a ≤ ξ ≤ t, for all t ∈ (a, b] [28,29].

Definition 3. (Incommensurate fractional or-
der system) The multi-order fractional differential
equation system reads as

C
t0D

α

t
X (t) = F (t,X) , X (0) = X0 (4)

where X (t) = [x1 (t) , x2 (t) , . . . , xn (t) ]
T ∈

Rn, F = [f1, f2, . . . , fn]
T ∈ Rn, fi :

[0,+∞) × Rn → R, i = 1, 2, . . . , n. α =
[α1, α2, . . . , αn] is the multi-order of system (4),
if all αi are equal to a constant, then (4)
is the generally considered model. C

t0D
α

t
=[

C
t0D

α1

t
, Ct0D

α2

t
, . . . , Ct0D

αn

t

]T
, C

t0D
αi

t
denotes αi th-

order fractional derivative in the Caputo sense.
C
t0D

α

t
X (t) refers to the “direct product” of linear

operator C
t0D

α

t
and vector X (t), i.e. C

t0D
α

t
X (t) =[

C
t0D

α1

t
x1 (t) ,

C
t0D

α2

t
x2 (t) , . . . ,

C
t0D

αn

t
xn (t)

]T
[30].

The multiple order can be any real vector, even a
complex one. In this study, it is only accepted the
real case of order.

If α = α1 = α2 = . . .= αn, then the system
is called a commensurate order system, otherwise
system denotes an incommensurate order system
(IFOS), which is more general than the other [31].

Definition 4. The equilibrium points of system
(4) are calculated by solving the following equa-
tion F (X) = 0 and we have been supposed that
X∗ = (x∗1, x∗2, . . . , x

∗
n) is an equilibrium point of

system (4).

Lemma 2. Eigenvalues λi for i =
1, 2, . . . , ρ (α1 + α2 + · · ·+ αn) of system (4)
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are calculated by the charasteristical polynomial
obtained from
det (diag (λρα1 , λρα2 , . . . , λραn)− J (X∗)) = 0
such that ρ is the least common multiple of the
denominators of rational numbers α1, α2, . . . , αn

and J (X∗) = ∂F
∂X

∣∣
X=X∗. If all eigenvalues λi

satisfy |arg (λi)| > π
2ρ , then X∗ is locally asym-

totically stable (LAS) for system (4) [32,33].

3. The mathematical model for an
electro-optic cladding fiber optic
cable

This section of the paper purposes to suggest
a model based on the memorability nature of
the Caputo fractional-order derivative. Let the
t (≥ 0) value represent the time parameter. It is
denoted the voltage of the electric field by v, the
refractive index of the core of the fiber optic ca-
ble by n1, and the cladding refractive index by n2.
Also, it is v = v (t) , n1 = n1 (t) , n2 = n2 (t) such
that v, n1, n2 > 0. Our recommended model de-
scribed the changes in the refractive indexes of
fiber optic cable with electro-optic cladding is ex-
pressed by the following IFOS

C
0 D

α1

t v (t) = Λ− βv

C
0 D

α2

t n1 (t) = r1n1

(
1− n1

C

)
C
0 D

α3

t n2 (t) = r2n2

(
1− n2

n1

)
− δv + n0

(5)

with positive initial conditions v (0) =
v0, n1 (0) = n10, n2 (0) = n20. In addition that,
the derivative orders are αi for i = 1, 2, 3 such
that 0 < αi ≤ 1 and the parameters have the
properties given as

Λ, β, r1, C, r2, δ, n0 > 0. (6)

The model has the following assumptions. The
voltage is supplied by the fixed amount of Λ and
it is decreasing by a ratio β. It is also assumed
that the inequality

n0
δ ≥ v (7)

exists for v. For the refractive index of the core of
the fiber optic cable (n1) and the refractive index
of the cladding (n2), their sizes vary according to
the logistic rules. The rate of increase of n1 is
r1 and its maximum magnitude (the mathemat-
ically well-known the carrying capacity term) is
C. Also, it is always n1 > n2. Therefore, the
maximum magnitude of the refractive index of
the cladding is up to or smaller than the refrac-
tive index of the core of the fiber optic cable. The

growth rate of the refractive index of the cladding
is r2. Also, n2 decreases by its δ ratio as it is af-
fected by the voltage of the electric field. Since
n0, which is the refractive index of the medium
outside the fiber optic cable, is smaller than n2,
n0 has been added to the cladding refractive in-
dex.

3.1. The existence and uniqueness of the
solution of system (5)

In this section, the existence and uniqueness of
the solutions for FOS in Eqs (5) is examined.

Lemma 3. With each non-negative initial condi-
tions, there exists a unique solution of fractional-
order system in Eqs (3). For every non-negative
initial condition, there is a unique solution of
fractional-order system in Eqs (5).

Proof. Existence and uniqueness of system (3)
will be indicated in the region Ω × (0; T ] where
Ω =

{
(v, n1, n2) ∈ R3

+ : max (|v| , |n1| , |n2|) ≤ ζ
}
.

Here, it is followed the approach used in [32]. We
express X = (v, n1, n2) and X = (v, n1, n2). Con-
sider a mapping

G (X) = (G1 (X) , G2 (X) , G3 (X) )

and

G1 (X) = Λ− βv,
G2 (X) = r1n1

(
1− n1

C

)
,

G3 (X) = r2n2

(
1− n2

n1

)
− δv + n0.

(8)

For any X, X, it follows from (8) that∥∥G(X)−G(X̄)
∥∥ = |Λ− βv − Λ + βv̄| +∣∣r1n1(1− n1

C )− r1n̄1(1− n̄1
C )

∣∣ + |r2n2(1 −
n2
n1
)−δv + n0 − r2n̄2(1 − n̄2

n̄1
) + δv̄ − n0)| =

β |v − v̄|+
∣∣r1(n1 − n̄1)− r1

C (n1 − n̄1)(n1 + n̄1)
∣∣+∣∣∣r2(n2 − n̄2)− r2(n2

n2
n1

− n̄2
n̄2
n̄1
)− δ(v − v̄)

∣∣∣,∥∥G(X)−G(X̄)
∥∥ ≤ β |v − v̄| + r1 |(n1 − n̄1)| +

r1
C |(n1 − n̄1)| |(n1 + n̄1)| + |r2(n2 − n̄2)| +

r2

∣∣∣(n2
n1
n2

− n̄2
n̄1
n̄2
)
∣∣∣+ δ |(v − v̄)|,∥∥G(X)−G(X̄)

∥∥ ≤ (β + δ) |v − v̄| +
(r1 + r1

C |(n1 + n̄1)|) |n1 − n̄1| + r2 |n2 − n̄2| +

r2

∣∣∣(n2
2

n1
− n̄2

n̄1
)
∣∣∣.

We said that the logistic growth rule is valid for
n1. If the non-negative initial condition (n1 (0))
is less than the carrying capacity, it will approach
its capacity (C) by increasing, if not, it will ap-
proach its capacity by decreasing. For example,
let max {n1, n1} = n1. In this case we have have∣∣∣n2

2
n1

− n2
2

n1

∣∣∣ ≤
∣∣∣n2

2−n2
2

n1

∣∣∣ ≤ |n2−n2||n2+n2|
n1 (0)︸ ︷︷ ︸
or C

. There-

fore, it is
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∥∥G (X)−G
(
X̄
)∥∥ ≤φ1 |v − v̄|+ φ2 |n1 − n̄1|

+ φ3 |n2 − n̄2| ,
(9)

where
φ1 = (β + δ)

φ2 =
(
r1 + 2ζ r1

C

)
φ3 =

(
r2 + r2

2ζ
n1(0)

) (10)

Therefore, it is obtained
∥∥G (X)−G

(
X
)∥∥ ≤

L
∥∥X −X

∥∥ where L = max (φ1, φ2, φ3). G(X)
satisfies the Lipschitz condition. In this sense, it
is indicated the existence and uniqueness of the
solutions of Eqs (5) □

3.2. Boundedness and non-negativity of
the solutions of system(5)

Solutions of Eqs. (5) are non-negative and
bounded since they have densities of interacting
variables. This case is examined here.

Lemma 4. The solutions of (3) which start in
R3
+ are uniformly bounded and non-negative.

Proof. It is adopted the manner of approaching
which is used in [34]. Therefore, we have follows
C
t0D

α

t
v (t) = Λ− βv ⇒ v (t) = v (0)Eα (−β(t)α) +

Λ(t)αEα,α+1 (−β(t)α) ,

C
t0D

α

t
n1 ≤ r1n1

(
1− n1

C

)
and

C
t0D

α

t
n1 + r1n1 ≤ 2r1n1 − r1

C n1
2 =

− r1
C


(n1−C)2︷ ︸︸ ︷

n1
2 − 2n1C + C2−C2

 ≤ r1C ⇒ n1 (t) ≤

n1 (0)Eα (−r1(t)
α) + r1C(t)αEα,α+1 (−r1(t)

α)

limt→∞ n1 (t) ≤ C (11)

and C
t0D

α

t
n2 = r2n2

(
1− n2

n1

)
− δv + n0 and

C
t0D

α

t
n2+r2n2 ≤ − r2

n1

(
n2
2 − 2n2n1 + n2

1 − n2
1 − n0

r2
n1

)
=

(
− r2

n1
(n2 − n1)

2 + r2

(
n1 +

n0
r2

))
≤

r2

(
C + n0

r2

)
⇒ n2 (t) ≤ n2 (0)Eα (−r2(t)

α) +

r2

(
C + n0

r2

)
(t)αEα,α+1 (−r2(t)

α)

limt→∞ n2 (t) ≤
(
C + n0

r2

)
. (12)

Hence, the solutions of FOS starting in R3
+ are

uniformly bounded in the region Ω .

From the system (5), we have

C
0 D

α1

t v (t)
∣∣
v=0

= Λ ≥ 0
C
0 D

α2

t n1 (t)
∣∣
n1=0

= 0
C
0 D

α3

t n2 (t)
∣∣
n2=0

= n0 − δv ≥ 0 (Due to (7))

(13)

for all t ∈ [0, T ]. With respect to Lemma 1,
we can accomplish that the solution X(t) =

(v (t) , n1 (t) , n2 (t))
T of system (5) belongs to

R3
+, and this completes the proof. □

Definition 5. (Threshold Parameter)To ex-
amine the local stability of equilibrium point of
Eqs (5), threshold parameter called basic repro-
duction number has been introduced given as

R0 =

(
δ Λ
β
−n0

)
Cr2
4

. (14)

The stability for equilibrium values of the electric
field voltage, the core refractive index of fiber op-
tic cable, and the cladding refractive index of fiber
optic cable is defined according to the threshold
parameter.

Lemma 5. Considering equilibrium points of the
proposed model in (5) with reference to threshold
parameter definited in (14), it is satisfied the fol-
lowings:

i. If R0 ≤ 1, then there is always

E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)
,

ii. If 0 < R0≤1, then there are

both E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)
and

E2

(
Λ
β , C, C

1−
√

(1−R0)

2

)
.

Proof. We have assumed that E (v, n1, n2) rep-
resent the equilibrium point of the system (5),
such that

v, n1, n2 > 0. (15)

The steadiness points of system (5) are achieved
by deciphering the following system of equations:
Dvα1 = Dnα2

1 = Dnα3
2 = 0. Therefore, we have

Λ− βv = 0
r1n1

(
1− n1

C

)
= 0

r2n2

(
1− n2

n1

)
− δv + n0 = 0

(16)

From the first two equations of (16), n1 = C and
v = Λ

β are obtained. By substituting these values

in the last equation, it is obtained the 2nd degree
polynomial given as

n2
2 − Cn2 +

C
r2

(
δΛ
β − n0

)
= 0 (17)
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for the equilibrium value showing the refractive
index of the cladding. The discriminant of this
equation is ∆ = C2 (1−R0) according to (14). If
R0 > 1, a suitable n2 value cannot be found due
to ∆ < 0.

(i) Let R0 ≤ 1. In this case, (n2)1,2 =

C
1±
√

(1−R0)

2 for roots of Eq.(17)
are obtained. Since it is obvious
(n2)1 > 0, the equilibrium point

E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)
is reached.

(ii) Also, the equilibrium point

E2

(
Λ
β , C, C

1−
√

(1−R0)

2

)
occurs too,

when R0 > 0.

□

Lemma 6. The LAS conditions of equilibrium
points for the system (5) are as follows.

(i) Let R0<1. In this case,

E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)
is LAS.

(ii) The equilibrium point

E2

(
Λ
β , C, C

1−
√

(1−R0)

2

)
existing for 0 <

R0 ≤ 1 is always unstable.

Proof. Let R0 ≤ 1. The Jacobian matrix of the
system (5) at E (v, n1, n2) for E1 and/or E2 is
given by

J (E (v, n1, n2)) = −β 0 0
0 r1 − 2r1n1

C 0

−δ r2n2
2

n1
2 r2 − 2r2n2

n1

 (18)

From the equation
det (diagonal (λρα1 , λρα2 , λρα3)− J (E (v, n1, n2)))
= 0, the characteristic equation is

(λρα1 + β)(λρα2 − (r1 − 2r1n1
C ))(λρα3 − (r2 − 2r2n2

n1
)) = 0

(19)

where ρ is the least common multiple of the de-
nominators of the derivative orders α1, α2, α3 in
the system (5). Considering Lemma 2, the LAS
condition of E (v, n1, n2) is that the λ eigenvalues
to be obtained from (19) satisfy the inequalities
arg (λ) > π

2ρ . Also, if λ is real number (∈ R), it
must be λ < 0 to satisfy the stability conditions
of the equilibrium point. Therefore, it is

λρα1 = −β (20)

λρα2 = r1 −
2r1n1

C
(21)

λρα3 = r2 −
2r2n2

n1
(22)

where λρα1 , λρα2 , λρα3 ∈ R and λρα1 ∈ R− due to
inequalities in (6) and (15). Let us consider (20).
Therefore, the equations

λj = β
1

ρα1 cis (2j−1)π
ρα1

, for j = 1, 2, 3, . . . , ρα1

(23)

is obtained by means of the De-Moivre rules such
that it is cisπ = cosπ + isinπ for i =

√
−1. We

have

|Arg(λj )| = π
ρα1

, 3π
ρα1

, . . . , (2ρα1−1)π
ρα1

(24)

If the stability conditions in Lemma 2 are applied;
then

π

ρα1
,
3π

ρα1
, . . . ,

(2ρα1 − 1)π

ρα1
>

π

2ρ

and so,

1

α1
,
3

α1
, . . . ,

(2ρα1 − 1)

α1
>

1

2

α1 < min {2, 6, . . . , 2 (2ρα1 − 1)} (25)

are obtained. In the introduction of proposed
model in the system (5), it is stated that αi ∈
(0, 1] for i = 1, 2, 3. Therefore, Eqs. (23) for
(20-a) are already satisfied. This means that
the stability conditions for the equilibrium point
E (v, n1, n2) are not disturbed.

Thus, it should be examined whether the equa-
tions in (20-b) and (20-c) satisfy the stability con-
ditions. Consider that n1 = C for the equilibrium
points both E1 and E2, the equations in (20-b)
and (20-c) have the following forms:

λmα2 = −r1 (26)

λmα3 = r2 −
2r2n2

C
. (27)

Since −r1 < 0 due to inequality in (6), it is clear
that (26) does not disturb the stability conditions
when it is considered similarly to (20). From (27),
if

n2 >
C
2 , (28)

then the equilibrium point is stable, since λρα3 ∈
R−. Thus, the following results are achieved.
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(i) Let R0 ≤ 1. It is n2 = C
1+
√

(1−R0)

2 for
E1. The LAS conditions in terms of (25)
are fulfilled, when R0 < 1. Therefore, E1

is LAS.
(ii) Let 0 < R0 ≤ 1. In this case, we have

n2 = C
1−
√

(1−R0)

2 for E2. Considering
(25), E2 is unstable point.

The abovementioned results regarding the equi-
librium points are submitted in Table 1.

Table 1. LAS conditions of equilib-
rium points of the system(5).

Equilibrium Point Existence
Condition

Stability
Condition

E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)
If R0≤1, If R0<1

E2

(
Λ
β , C, C

1−
√

(1−R0)

2

)
If
0 < R0≤1,

Unstable
point

□

4. Numerical studies

In this section, the parameters used in the system
(5) are given numerical values and this system is
analyzed numerically to be compatible with the
outcomes of the qualitative analysis. The param-
eter values are as shown in Table 2.

Table 2. The considered values of
parameters in the proposed model (5)
and their interpretations.

Parameters Definitions Values
Λ Applied voltage

constant
10.5

β Decrease rate of
voltage constant

1

r1 Growth rate of
core refractive
index

0.2

C Maximum mag-
nitude of the
cladding refractive
index

15

r2 Growth rate of
cladding refractive
index

0.25

δ The rate of
voltage-dependent
decrease in
cladding refractive
index

0.8

n0 Environmental re-
fractive index

8

(α1, α2, α3) Fractional-orders (1, 1, 1)
(0.9, 0.9, 0.9)
(0.75, 0.75, 0.75)
(0.7, 0.8, 0.9)
(0.9, 0.8, 0.7)

(v0, n10, n20) Initial conditions (16, 12, 9)

The following figures show the stability of the
equilibrium point E1 (10.5, 15, 13.17890832929182),
since 0 ≤ R0 = 0.42666667 < 1.

Table 3. Sensitivity indices of R0

according to Table (2).

Parameters Sensitivity in-
dex

(
(S)

) Elasticity

r2
(S)R1

0r2
=

−4
Cr22

(
δΛ
β − n0

)
=

−1
r2
R0

−1.7066

δ (S)R1
0δ =

4
Cr2

(
δΛ
β − n0

)
=

4
Cr2

Λ
β

11.2

Λ (S)R1
0Λ =

4
Cr2

(
δΛ
β − n0

)
=

4
Cr2

δ
β

0.8533

β (S)R1
0β =

4
Cr2

(
δΛ
β − n0

)
=

−4
Cr2

δ Λ
β2

−8.96

C (S)R1
0C =

−4
C2r2

(
δΛ
β − n0

)
=

−1
C R0

−0.0284

n0
(S)R1

0n0
=

4
Cr2

(
δΛ
β − n0

)
=

− 4
Cr2

−1.0666

The parameter with the greatest positive effect
on R0 is δ, while the parameter with the greatest
negative effect is β. If δ is increased (or decreased)
by 1%, then the value of R0 will increase (or de-
crease) by 10.6667%. Similarly, if β is increased
(or decreased) by 1%, then the value of R0 will
decrease (or increase) by 8%.

Figure 4. Stabilities of variables for
derivative orders given by (1,1,1).
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Figure 5. Stabilities of variables for
derivative orders given by (.9,.9,.9).

Figure 6. Stabilities of variables
for derivative orders given by
(.75,.75,.75).

Figure 7. Stabilities of variables for
derivative orders given by (.7,.8,.9).

Figure 8. Stabilities of variables for
derivative orders given by (.9,.8,.7).

5. Conclusion

In this study, which proposes optical fiber with
EO cladding unlike the literature, a mathematical
model in the IFOS form in the Caputo meaning
including optical fiber variables, given as numer-
ical aperture, critical angle and acceptance an-
gle are presented. The stability analysis conse-
quences of system have been shown with simula-
tions and it has been seen that they are consistent
with respect to qualitative analysis.

In the following results as a contribution to the
literature, the structural parameters including nu-
merical aperture, critical angle and acceptance
angle of optical fiber waveguides are mentioned.
In the light of the information given in Table 1,
the necessary calculations were made for the sta-

ble equilibrium point E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)
at

R0 < 1.

Result 1 Since the critical angle formula is ∅c =
arcsin

(
n2
n1

)
, this value evaluated at the LAS E1

is obtained as

∅c = arcsin

(
1+
√

(1−R0)

2

)
for 0 ≤ R0 < 1,

(29)

such that −π
2 ≤ ∅c ≤ π

2 .

Result 2 Let us consider that the numerical
aperture formula given as NA = n0sinθa =√

n2
1 − n2

2. When E1 is LAS, this formula is

NA = C
2

√
2 +R0 − 2

√
(1−R0) for 0 ≤ R0 < 1.

(30)

Result 3 Acceptance angle for the LAS E1is ob-
tained as

θa = arcsin

(
C
2n0

√
2 +R0 − 2

√
(1−R0)

)
for 0 ≤ R0 < 1.

(31)

such that −π
2 ≤ θa ≤ π

2 .

Consider the point E1 for R0 < 1, the results ob-
tained above are summarized in the table below.
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Table 4. The obtained results of the
proposed system in (5) for 0 ≤ R0 <
1.

The
LAS
equi-
lib-
rium
point

E1

(
Λ
β , C, C

1+
√

(1−R0)

2

)

The
critical
angle
for-
mula
for E1

∅c = arcsin

(
1+
√

(1−R0)

2

)

The
numer-
ical
aper-
ture
for-
mula
for E1

NA = C
2

√
2 +R0 − 2

√
(1−R0)

The
accep-
tance
angle
for-
mula
for E1

θa =

arcsin

(
C
2n0

√
2 +R0 − 2

√
(1−R0)

)

Considering the values in Table 2, the values in
Table 3 are obtained as follows:

• Threshold parameter: 0 ≤ R0 =
0.42666667 < 1,

• The LAS equilibrium point: E1(10.5, 15,
13.1789),

• The critical angle: ∅c = arcsin (0.8785) =
61.46194534o,

• The numerical aperture formula: NA =
7.163544880024326,

• The acceptance angle: θa =
arcsin (0.8954) = 63.55985484o.

As a result, considering these assumptions, the
fiber optic cable, the numerical aperture, the criti-
cal angle, and the acceptance angle values can be
accordingly recalculated by the obtained formu-
las. In addition, the above-mentioned structural
parameter values can be easily found according to
the parameter values of the system.

In the scope of our study, we introduced an in-
novative approach by proposing the utilization
of an electro-optic material, previously unconsid-
ered, for the protective sheath of the fiber optic

cable. Subsequently, we mathematically modeled
the phenomena associated with light behavior. As
a result of this analysis, we put forth the propo-
sition that, instead of employing a general for-
mula, calculations for these parameters could be
conducted using the novel equations derived from
our mathematical modeling.

In the future, such works will be able to guide the
mathematical modeling of fibers designed with
materials with the proposed adjustable cladding
index and will be able to shed light on material de-
velopment in line with this modeling. The types
of materials to be developed in this way can be
the subject of research in many fields, especially in
materials engineering. The results obtained can
be revolutionary in many fields.
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[29] Daşbaşı, B. (2023). Fractional order bacterial infection
model with effects of anti-virulence drug and antibi-
otic. Chaos, Solitons & Fractals , 170, 113331.

[30] Deng, W., Li, C., & Guo, Q. (2007). Analysis of frac-
tional differential equations with multi-orders. Frac-
tals, 15(2), 173–182.

[31] Tavazoei, M., Asemani, M.H. (2020). Robust stabil-
ity analysis of incommensurate fractional-order sys-
tems with time-varying interval uncertainties. Journal
of the Franklin Institute, 357(18), 13800-13815.
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60 B. Ersoy, B. Daşbaşı, E. Aslan / IJOCTA, Vol.14, No.1, pp.50-61 (2024)

and PhD degree in 2017 from the Electrical and Elec-
tronics Engineering Department of Erciyes Univer-
sity. Dr. Aslan was a recipient of the Doctoral Re-
search Fellowship from the Scientific and Technolog-
ical Research Council of Turkey (TUBITAK) (2214-
A). She worked as an Assistant Professor in the De-
partments of Electrical and Electronics Engineering at

Nuh Naci Yazgan University and Hatay Mustafa Ke-
mal University. She is currently working as an Asso-
ciate Professor in the Electrical and Electronics En-
gineering Department of Kayseri University. Her re-
search interests include integrated plasmonic systems
for bio-detection, vibrational spectroscopy, plasmonic
metamaterials, computational and experimental elec-
tromagnetics, and nanophotonic devices.

https://orcid.org/0000-0003-0933-7796

Appendix A

Matlab codes used for graphics are:

memory.m

1
2 function [yo] = memory(r, c, k)

3 temp = 0;

4 for j=1:k-1

5 temp = temp + c(j)*r(k-j);

6 end

7 yo = temp;

fiber optic function.m

1 function [T, Y] = fiber\_optic\_function(parameters , orders , TSim , Y0)

2 h = .04;

3 n = round(TSim/h);

4 q1 = orders (1); q2 = orders (2); q3 = orders (3);

5 a\_1 = parameters ,(1); b = parameters (2); r\_1 = parameters (3);

6 C = parameters (4); r\_2 = parameters (5); a\_2 = parameters (6);

7 n\_3 = parameters (7);

8 cp1 = 1; cp2 = 1; cp3 = 1;

9 for j = 1:n

10 c1(j) = (1 -(1+q1)/j)*cp1;

11 c2(j) = (1 -(1+q2)/j)*cp2;

12 c3(j) = (1 -(1+q3)/j)*cp3;

13 cp1 = c1(j); cp2 = c2(j); cp3 = c3(j);

14 end

15
16 x(1) = Y0(1); y(1) = Y0(2); z(1) = Y0(3);

17
18 for i = 2:n

19 x(i) = (a\_1 -b*x(i-1))*h$\ mathrm {\wedge }$q1 - memory(x, c1 , i);

20 y(i) = (r\_1*y(i-1)*(1-y(i-1)/C))*h$\ mathrm {\wedge }$q2 -memory(y, c2 ,

i);

21 z(i) = (r\_2*z(i-1)*(1-z(i-1)/y(i-1))-a\_2*x(i-1)+n\_3)*h$\ mathrm {\
wedge }$q3 - memory(z, c3 , i);

22 end

23
24 for j = 1:n

25 Y(j,1) = x(j); Y(j,2) = y(j); Y(j,3) = z(j);

26 end

27
28 T = 0:h:TSim;

run.m

1 close all; clear all; clc;

2 A = 1:4000;

3 A = A';
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4 [t, y] = fiber\_optic\_function ([10.5 1 .2 15 .25 .8 8], [1 1 1],

160, [16 12 9]);

5 figure; plot(A,y(:,1), A,y(:,2),A,y(:,3));

6 xlabel('{\ textbackslash}bf Time ', 'fontsize ', 10); ylabel('{\
textbackslash}bf v(t), n\_1(t) and n\_2(t)', 'fontsize ', 10); grid;

7 legend('v(t)','n\_1(t)','n\_2(t)');
8 title('Stabilities of variables for derivative orders given by (1,1,1)

');
9

10 [t, y] = fiber\_optic\_function ([10.5 1 .2 15 .25 .8 8], [.9 .9 .9],

160, [16 12 9]);

11 figure; plot(A,y(:,1), A,y(:,2),A,y(:,3));

12 xlabel('{\ textbackslash}bf Time ', 'fontsize ', 10); ylabel('{\
textbackslash}bf v(t), n\_1(t) and n\_2(t)', 'fontsize ', 10); grid;

13 legend('v(t)','n\_1(t)','n\_2(t)');
14 title('Stabilities of variables for derivative orders given by

(.9 ,.9 ,.9) ');
15
16 [t, y] = fiber\_optic\_function ([10.5 1 .2 15 .25 .8 8], [.75 .75

.75], 160, [16 12 9]);

17 figure; plot(A,y(:,1), A,y(:,2),A,y(:,3));

18 xlabel('{\ textbackslash}bf Time ', 'fontsize ', 10); ylabel('{\
textbackslash}bf v(t), n\_1(t) and n\_2(t)', 'fontsize ', 10); grid;

19 legend('v(t)','n\_1(t)','n\_2(t)');
20 title('Stabilities of variables for derivative orders given by

(.75 ,.75 ,.75) ');
21
22 [t, y] = fiber\_optic\_function ([10.5 1 .2 15 .25 .8 8], [.7 .8 .9],

160, [16 12 9]);

23 figure; plot(A,y(:,1), A,y(:,2),A,y(:,3));

24 xlabel('{\ textbackslash}bf Time ', 'fontsize ', 10); ylabel('{\
textbackslash}bf v(t), n\_1(t) and n\_2(t)', 'fontsize ', 10); grid;

25 legend('v(t)','n\_1(t)','n\_2(t)');
26 title('Stabilities of variables for derivative orders given by

(.7 ,.8 ,.9) ');
27
28 [t, y] = fiber\_optic\_function ([10.5 1 .2 15 .25 .8 8], [.9 .8 .7],

160, [16 12 9]);

29 figure; plot(A,y(:,1), A,y(:,2),A,y(:,3));

30 xlabel('{\ textbackslash}bf Time ', 'fontsize ', 10); ylabel('{\
textbackslash}bf v(t), n\_1(t) and n\_2(t)', 'fontsize ', 10); grid;

31 legend('v(t)','n\_1(t)','n\_2(t)');
32 title('Stabilities of variables for derivative orders given by

(.9 ,.8 ,.7) ');
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1. Introduction

Differential equations are used to model natural
phenomena in many fields of science, including
biology, ecology, physics, engineering, chemistry,
etc. Due to the vast applications of these dif-
ferential equations in many branches of science(
[1], [2]), there is a great need to solve these kinds
of equations. The Emden-Fowler equation is also
an important differential equation in astrophysics
and physics. It is also very difficult to solve this
equation numerically due to the singularity be-
havior of the equation at the point ζ = 0. This
equation arises in the study of stellar structure
[3], which involves the evolution of a star under
the laws of physics. Stars’ gravity balances the
stars’ core radiations. This balance is called hy-
drostatic equilibrium. The Emden-Fowler equa-
tion arises when this equilibrium state is mod-
eled while studying the stellar structure. In 1870,
Jonathan Lane [4] introduced the equation, and
Jacob Emden [5] generalized it further. Lane -

Emden equation is given as

d2ω

dζ2
+

2

ζ

dω

dζ
+ ωn = 0, (1)

where n is the polytropic index. Many astrophysi-
cists were interested in the behavior of the solu-
tion of these equations under some initial condi-
tions. Fowler studied the these equations during
1914-1931. The more general form of (1) is

d2ω

dζ2
+
ϑ

ζ

dω

dζ
+ φ(ω) = ψ(ζ), (2)

where φ(ω) is a linear or non-linear function.
Emden-Fowler equation is also used in chemical
reactors, fluid mechanics, and gas dynamics.
There are many variants of Emden-Fowler equa-
tions including coupled system of Emden-Fowler
equations that reads as follows-

d2ω1
dζ2

+ ϑ1
ζ

dω1
dζ = φ1(ζ, ω1, ω2),

d2ω2
dζ2

+ ϑ2
ζ

dω2
dζ = φ2(ζ, ω1, ω2),

(3)
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where ϑ1 > 0, ϑ2 > 0 are real constants. φ1 and
φ2 are nonlinear functions of ζ, ω1 and ω2.
The groundwork of artificial neural net-
work(ANN) was started in 1943 when McCulloch
and Pitts modeled a neuron as a switch that re-
ceives input from other neurons and, depending
on total weighted input, is either activated or re-
mains inactive. Thus, artificial neural networks
are inspired by sensory processing of the brain.
ANN can be created by simulating a network
of model neurons in a computer. The structure
comprises input layer, output layer, and hidden
layers. Every layer contains neurons. By using
an algorithm we can make the network learn to
solve mathematical problems. A model neuron
receives the input from other units, weighs each
unit and add them up. If the total input is above
a threshold we get the output.
When a structure has multiple hidden layers, deep
neural networks (DNNs) are used. Deep neural
networks have been proposed as a way to pro-
duce more predictive models. Combining a large
number of layers endows the model with high
prediction power.

2. Related work

Machine learning techniques such as deep neural
networks have a wide range of applications such as
speech recognition, image classification [6], com-
puter vision tasks [7], machine translation, drug
design, climate science, cybersecurity ( [8], [9]).
DNN is also very useful in automated driving.
Automative researchers are able to detect stop
signs, traffic lights, pedestrians that helps lower
accidents. The deep layers in DNN capture more
variances.
The main issues of deep neural networks are ro-
bustness, stability and adversarial perturbation
which are discussed in ( [10], [11], [12], [13]). The
source of instability arises from the high depth
of neural networks, where a ”shattered gradient”
effect was observed [14]. More advances in the ap-
plications of deep neural networks are presented
in ( [15], [16]).
Solving differential equations using optimization
strategies has been very popular for quite some
time in the form of least squares method ( [17],
[18]) and Galerkin methods [19]. These tech-
niques are also used in neural networks. Nowa-
days researchers are using ANN to solve differ-
ential equations. ANN solutions are in closed-
analytic form and are differentiable. Solving a dif-
ferential equation was first described by Lagaris
et al. [20]. Lee sen ten [21] solved ODEs with

modified back propagation(mBP) with multilayer
perception neural network (MPNN) as ANN tech-
nique. Craig Michoski et. al. [22] Solved PDEs us-
ing deep neural networks (DNNs) They discussed
and analyzed the sod shocktube solution to the
compressible Euler equations. Jiequen Han [23]
also used deep learning to solve high-dimensional
PDEs such as Black-Scholes equation, Allen-cahn
equations, Bellman equation. Sabir et al. [24]
solved fourth order Emden-Fowler equation using
heuristic computing technique. Raja et al. [25]
used Neuro-swarms intelligent computing tech-
inque using kernel to solve Emden-Fowler equa-
tions. Sabir et al. [26] also discussed the applica-
tions of neural networks in COVID-19 model us-
ing the effects of lockdown. Fernandez [27] used a
feedforward neural algorithm to solve linear or-
dinary differential equations using a limit acti-
vation function to construct a feedforward neu-
ral network. Fotiadis (1998) also solved ODEs
and PDEs using ANN and compared the solution
with a numerical method like the finite element
method. Aarts and Ven Der (2001) [28] solved
PDEs with boundary and initial conditions using
neural networks. They used single hidden layers
with multiple inputs and a single output. They
tested their method on physics and geological
problems. Sadogi Yazdi (2011) [29] implemented
an ANN technique with kernel mean square al-
gorithm to solve Ordinary differential equations.
Asady and Nazarlue (2014) [30] solved the Fred-
holm integral equation using ANN with great pre-
cision. Nystorm (2018) [31] solved PDEs in com-
plex geometries using deep feedforward artificial
neural networks. Viana (2020) [32] introduced the
recurrent neural networks to integrate ordinary
differential equations. For more related works we
can check Rackauckas [33], Wang Huan [34].

3. Neural network architecture and
working

We are using vectorized algorithm (given in [35])
to solve the system of Emden-Fowler equations
using deep neural networks (DNN).

Figure 1. Deep ANN schematic diagram.
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As indicated in Figure 1, the network has in-
put layer containing one neuron as an indepen-
dent variable for system of equations and n neu-
rons in output layer. We form a matrix T =[
ζ1, ..., ζr

]
∈ R1×r using r sample points from

domain and take N ∈ Rn×r as output matrix.
For example, Nλ(ζ

τ , Qλ) is the λth output corre-
sponding to τth point, where Qλ is related to the
weights and bias parameters. For each ζ ∈ [a, b]
a trial solution, which is an extension of trial so-
lution given in [35], is considered as

ω̂j(ζ,Qj) =

aj+(ζ−a)Nj(ζ,Qj)+
(ζ − a)2

2!
Nj(ζ,Qj)+..., (4)

where j = 1, 2, ..., n. This trial solution satisfies
the initial conditions. The total cost function is

H =
r∑

τ=1

n∑
j=1

(
d2ω̂j

dζ2
+
ϑj
ζ

dω̂j

dζ
− φj

)2

, (5)

converges to 0, φj = φj(ζ
τ , ω̂j , Qj).

Forward propagation

We represent m− 1 and m layer node by s and j
respectively. The value that goes into jth node,

umj =

d∑
s=1

ymjsa
m−1
s + bms , (6)

In the mth layer, the variable d represents the
number of neurons. The equation (6) can be ex-
pressed in matrix form as follows:

um = Y mam−1 + bm, (7)

where Y m contains all the weights and bm is the
bias. An appropriate activation function passes
The values to the next hidden layer. For consis-
tency, we select the identical activation function
for all nodes within a layer. The values for the
subsequent layer are as follows:

am = πm(um) = πm(Y mam−1 + bm), (8)

where πm is activation function. For the r grid
points, where τ = 1, 2, . . . , r, we proceed with the
following steps. In the initial hidden layer,

u1(τ) = Y 1zτ + b1,

a1(τ) = π1(u1(τ)),

at the second hidden layer,

u2(τ) = Y 2a1(τ) + b2,

a2(τ) = π2(u2(τ)),

similarly the output layer,

uM(τ) = YMaM−1(τ) + bM ,

aM(τ) = πM (uM(τ)).

So we have the matrix form as

U1 = Y 1Z + b1,
A1 = π1(Y 1),

for second layer

U2 = Y 2A1 + b2,
A2 = π2(Y 2),

and so on. The output layer

UM = YMAM−1 + bM ,
AM = πM (YM ),

The algorithm

Step 1 : Take r distinct points and form a vector
T =

[
ζ1, ..., ζr

]
∈ R1×r.

Step 2 : We define the structure of neural net-
works such as number of layers M , input layer
having one unit, M − 2 hidden layers with gm

units, and an output layer with n units, where
n corresponds to the number of unknowns in the
system.

Step 3 : Initialize the parameters such as weights
and bias, Qj , j = 1, 2, ..n, where n denotes num-
ber of neurons. Step 4 : Use forward propagation

• Assign A0 = Z in input layer.
• In hidden layers

Um = Y mAm−1 + bm,
Am = πm(Y m),

wherem = 1, ...M−1, πm is the activation
function for mth hidden layer.

• For output layer,

UM = YMAM−1 + bM ,
AM = πM (YM ),

• We use trial solution of order four in (4).
We need to initialize sets of parameters to
find an unknown function.

Step 5 : Use (5) to calculate the cost, gradients,
and learning parameters. Apply the automatic
differentiation [36].

Step 6 : Utilize gradient descent or any other op-
timization method to update the parameters. We
update the parameters according to following rule

Qr+1
j = Qr

j − ε∇H(Qr
j),

where ε is learning rate and r denotes iteration.

There are many advanced methods we can choose
instead of the gradient descent method such as
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the moment method, which is a modification of
the gradient method. The updating role is

Qr+1
j = Qr

j + Lr+1
j ,

Lr+1
j = γLr

j − ε∇H(Qr),

where γ is a coefficient between 0 and 1, we call
it momentum. Lj is a velocity parameter starting
from 0 corresponding to each unknown.
Another method is Nesterov accelerated gradient
obtained from the moment method with update
rule

Qr+1
j = Qr

j + Lr+1
j ,

Lr+1
j = γLr

j − ε∇H(Qr + γLr
j).

The adaptive gradient method is

Lr
j = Lr−1

j + (∇H(Qr))2,

Qr+1
j = Qr

j − ε√
Lr
j+c

∇H(Qr),

where c is a minimal number to avoid division by
0. Clearly, the learning rate is decaying because
of it.
The update rule for root mean square propagation
is

Lr
j = ρLr−1

j + (1− ρ)(∇H(Qr))2,

Qr+1
j = Qr

j − ε√
Lr
j+c

∇H(Qr),

where ρ ∈ (0, 1) is forgetting factor. Another
method is the Adam adaptive method which is
a combination of the last two methods with up-
dating rule

F r
j = ρ1F

r−1
j + (1− ρ1)∇H(Qr),

Lr
j = ρ2L

r−1
j + (1− ρ2)(∇H(Qr))2,

F̂ r
j = Fr

1−ρ1r
, L̂r

j =
Lr

1−ρ2r
,

Qr+1
j = Qr

j − ε√
L̂r
j+c

F̂ r
j ,

where ρ1 and ρ2, both belonging to the interval
[0, 1), represent the rates of decay for moment es-
timation. Initially, we set the parameters Fr and
Lr to 0.

4. Numerical illustrations

This section presents the implementation of
an algorithm designed to solve known systems
of second-order nonlinear differential equations.
The initial step involves experimenting to deter-
mine the appropriate number of layers and neu-
rons within the layer. The algorithm’s accuracy
is then validated by comparing the analytic and
numerical solutions obtained using conventional

methods. To achieve this objective, we simulate
the problems related to systems of second-order
nonlinear differential equations as follows:

Example 1. Let us consider a problem of Emden-
Fowler equations documented in [37].

d2ω1
dζ2

+ 3
ζ
dω1
dζ = −(3 + ω2

2)ω
5
1,

d2ω2
dζ2

+ 4
ζ
dω2
dζ = (4ω−2

1 + 1)ω−3
2 ,

(9)

with the initial conditions (ICs)

ω1(0) = ω2(0) = 1 and ω
′
1(0) = ω

′
2(0) = 0.

The exact solutions to the problem are ω1(ζ) =
1√
1+ζ2

and ω2(ζ) =
√
1 + ζ2.

4.1. Investigating the network via
experimentation for solving (9)

We performed an experiment to determine how
many neurons are in a layer. We examined how
the number of hidden layers, the number of neu-
rons, and the number of iterations affected the
cost function. We have taken the trial solution up
to n = 4. During the simulation, we varied the
number of hidden neurons, specifically using sizes
h = 4, 13, 27, 60, 90, and 180. We then compared
the convergence of the cost function across these
different sizes by plotting it against the number
of iterations. In addition, we recorded the cor-
responding cost values and calculation times for
each neuron size at the end of the iterations. It is
worth noting that all other parameters remained
constant throughout the experiment.

The findings illustrated in Figures 2(a)-(c)
demonstrate that achieving the necessary level
of accuracy is feasible with only one neuron in
the hidden layer. However, many iterations are
required when working with a smaller number
of neurons, which can pose computational chal-
lenges. Increasing the number of neurons can
improve the model’s performance, but it is not
always necessary. For example, when comparing
a hidden layer with h = 60 neurons to one with
h = 180 neurons, both achieve similar accuracy,
but the former requires less computational time.
In our next experiment, we investigated the im-
pact of the number of hidden layers on the model’s
performance. Previous research by Saeed et al.
(2023) [38] demonstrated that to solve nonlin-
ear singular fractional differential equations, in-
creasing the number of hidden layers results in
improved performance in terms of error. Simi-
larly, Panghal and Kumar (2021) [39] observed
improved accuracy when simulating a delay and
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Figure 2. Comparison of loss functions for ANN models with one vs two hidden layers.

first-order differential equation system with mul-
tiple hidden layers. However, Dufera (2021) [35]
denied more than one hidden layer does not lead
to better performance in his experiments when
solving first-order a system of differential equa-
tions. We conducted numerous experiments to
evaluate the performance of neural networks with
one hidden layer against those with two hidden
layers. The experiments involved varying the
number of neurons in the hidden layers. All
other parameters and activation functions, such
as Tanh, remained the same in all experiments.
The results, depicted in Figure 2(d), show that
for a system of 2nd order differential equations
(9), adding more hidden layers with an appropri-
ate number of neurons leads to improved perfor-
mance.

4.2. Numerical solutions for solving (9)

We opted for two hidden layers comprising 13 and
27 neurons (tuning in the plus-minus range was
not expected to have a significant impact). We
set m = 11 for this experiment and sampled uni-
form grid points within the given interval. ANN

and analytic solutions are presented in Figure 3.
Table 1 contains the numerical values, and Table
2 shows the error resulting from our approach.

4.3. Advantages of using ANN over a
large number of data points for
solving (9)

We operate uniform grid points of size (m=6, 11,
21, 55, 100) over the domain [0, 2] and [0, 3] to
calculate solutions of the ODEs system using the
ANN method. As shown by the mean absolute
error (MAE) in Table 3, one major advantage of
ANN techniques is that they maintain solution ac-
curacy compared to smaller or larger grid points.

Similarly, experiments have been organized for
the problems (10)-(13). Using this architecture,
we compared the numerical and exact solution in
Tables (4)-(11) for each example. We have also
compared numerical and exact solution graphi-
cally with their error plots in Figure 4 and Figure
5.
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Figure 3. Comparison of ANN and exact solutions for system (9) with error plot.

Table 1. ANN and analytical solutions for system (9).

Grid point ANN ω1 Analytic ω1 ANN ω2 Analytic ω2 BCM ω1 [37] BCM ω2 [37]

0.0 1.000000 1.000000 1.000000 1.000000 1.000000 1.000000
0.1 0.994872 0.995037 1.005022 1.004988 0.996045 1.005800
0.2 0.980208 0.980581 1.020084 1.019804 0.981491 1.020560
0.3 0.957494 0.957826 1.044488 1.044031 0.958620 1.044698
0.4 0.928371 0.928477 1.077510 1.077033 0.929146 1.077590
0.5 0.894540 0.894427 1.118400 1.118034 0.894959 1.118473
0.6 0.857672 0.857493 1.166393 1.166190 0.857883 1.166515
0.7 0.819318 0.819232 1.220721 1.220656 0.819498 1.220874
0.8 0.780811 0.780869 1.280624 1.280625 0.781042 1.280750
0.9 0.743181 0.743294 1.345368 1.345362 0.743387 1.345412
1.0 0.707055 0.707107 1.414256 1.414214 0.707106 1.414213

Table 2. Computing the absolute difference between ANN and exact solutions for system (9).

Grid point error ω1 error ω2

0.0 0.000000 0.000000
0.1 1.65e-04 3.407319e-05
0.2 3.73e-04 2.797772e-04
0.3 3.32e-04 4.574576e-04
0.4 1.05e-04 4.769526e-04
0.5 1.13e-04 3.659818e-04
0.6 1.79e-04 2.029116e-04
0.7 8.6e-05 6.545180e-05
0.8 5.8e-05 5.426605e-07
0.9 1.13e-004 6.053325e-06
1.0 5.2e-05 4.223276e-05

Example 2. Let us consider a problem of Emden-
Fowler equations documented in [40].

d2ω1
dζ2

+ 2
ζ
dω1
dζ = −6(e

ω2
3 + 4)e

2ω1
3 ,

d2ω2
dζ2

+ 2
ζ
dω2
dζ = 6(e

−ω1
3 + 4)e

−2ω2
3 ,

(10)

with ICs

ω1(0) = −3 log(2), ω2(0) = 3 log(2), ω
′
1(0) = ω

′
2(0) = 0.

The exact solutions to the problem are ω1(ζ) =
−3 log(2 + ζ2) and ω2(ζ) = 3 log(2 + ζ2).

Example 3. Let us consider a problem of Emden-
Fowler equations documented in [40].

d2ω1
dζ2

+ 5
ζ
dω1
dζ = −8eω1 − 16e

−2ω2
2 ,

d2ω2
dζ2

+ 3
ζ
dω2
dζ = 8e−ω2 + 8e

ω1
2 ,

(11)

with ICs

ω1(0) = ω2(0) = 0, ω
′
1(0) = ω

′
2(0) = 0.

The exact solutions to the problem are ω1(ζ) =
−2 log(1 + ζ2) and ω2(ζ) = 2 log(1 + ζ2).
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Table 3. MAE for different grid points over intervals.

End points t ∈ [0, 2] t ∈ [0, 2]

Grid point mae ω1 mae ω2 mae ω1 mae ω2

6 0.050588 0.051056 0.426025 0.631669
11 0.044180 0.059593 0.405198 0.763566
21 0.045351 0.032434 0.455094 0.323775
55 0.068090 0.065440 0.803243 0.848116
100 0.051830 0.031469 0.511720 0.320044
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Figure 4. Comparison of ANN and Exact Solutions of Examples with Error Plot.

Example 4. Let us consider a problem of Emden-
Fowler equations documented in [41].

d2ω1
dζ2

+ 8
ζ
dω1
dζ = 4ω1 log(ω2)− 18ω1,

d2ω2
dζ2

+ 4
ζ
dω2
dζ = 10ω2 − 4ω2 log(ω1),

(12)

with ICs

ω1(0) = ω2(0) = 1, ω
′
1(0) = ω

′
2(0) = 0.

The exact solutions to the problem are ω1(ζ) =

e−ζ2 and ω2(ζ) = eζ
2
.

Example 5. Let us consider a problem of Emden-
Fowler equations documented in [42].

d2ω1
dζ2

+ 1
ζ
dω1
dζ = (4ζ2 + 5)ω1 − ω2

1ω2,
d2ω2
dζ2

+ 2
ζ
dω2
dζ = (4ζ2 − 5)ω2 − ω1ω

2
2,

(13)

with ICs

ω1(0) = ω2(0) = 1, ω
′
1(0) = ω

′
2(0) = 0.

The exact solutions to the problem are ω1(ζ) = eζ
2

and ω2(ζ) = e−ζ2.
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Table 4. ANN and analytical solutions for system (10).

Grid point ANN ω1 Analytic ω1 ANN ω2 Analytic ω2 HAM ω1 [37] ADM ω1 [37] HAM ω2 [37] ADM ω2 [37]

0.0 -2.079442 -2.079442 2.079442 2.079442
0.1 -2.094319 -2.094404 2.094467 2.094404 -2.103387 -2.138529 2.103387 2.138529
0.2 -2.139427 -2.138849 2.138916 2.138849 -2.147076 -2.180143 2.147076 2.180143
0.3 -2.212743 -2.211492 2.211501 2.211492 -2.218576 -2.248419 2.218576 2.248419
0.4 -2.311923 -2.310325 2.310259 2.310325 -2.316029 -2.341807 2.316029 2.341807
0.5 -2.434367 -2.432791 2.432683 2.432791 -2.437034 -2.458259 2.437034 2.458259
0.6 -2.577291 -2.575985 2.575894 2.575985 -2.578826 -2.595353 2.578826 2.595353
0.7 -2.737815 -2.736848 2.736822 2.736848 -2.738459 -2.750419 2.738459 2.750419
0.8 -2.913041 -2.912337 2.912383 2.912337 -2.912983 -2.920675 2.912983 2.920675
0.9 -3.100129 -3.099553 3.099640 3.099553 -3.099603 -3.103358 3.099603 3.103358
1.0 -3.296362 -3.295837 3.295927 3.295837 -3.295836 -3.295836 3.295836 3.295836

Table 5. Computing the absolute difference between ANN and exact solutions for system (10).

Grid point error ω1 error ω2

0.0 0.0000 0.0000
0.1 8.6e-05 6.3e-05
0.2 5.78e-04 6.7e-05
0.3 1.251e-03 9e-06
0.4 1.599e-03 6.6e-05
0.5 1.576e-03 1.08e-04
0.6 1.306e-03 9.1e-05
0.7 9.67e-04 2.6e-05
0.8 7.04e-04 4.6e-05
0.9 5.76e-04 8.7e-05
1.0 5.25e-04 9.1e-05

Table 6. Computing the absolute
difference between ANN and exact so-
lutions for system (11).

Grid point error y1 error y2

0.0 0.00000 0.00000
0.1 2.475294e-04 3.58e-04
0.2 8.486477e-04 1.192e-03
0.3 9.964365e-04 1.491e-03
0.4 6.801929e-04 1.189e-03
0.5 2.392059e-04 6.62e-04
0.6 1.564534e-05 2.99e-04
0.7 1.703470e-07 2.45e-04
0.8 1.429000e-04 3.71e-04
0.9 1.941502e-04 4.20e-04
1.0 8.640381e-05 2.87e-04

Table 7. Computing the absolute
difference between ANN and exact so-
lutions for system (12).

Grid point error ω1 error ω2

0.0 0.000000 0.000000
0.1 1.3e-05 1.72e-04
0.2 2.51e-04 9.3e-05
0.3 4.09e-04 1.0e-04
0.4 4.04e-04 8.4e-05
0.5 2.76e-04 8.1e-05
0.6 1.09e-04 9.9e-05
0.7 1.10e-05 6.2e-05
0.8 3.50e-05 9.0e-05
0.9 3.0e-05 6.8e-05
1.0 1.07e-04 5.0e-05

5. Conclusions and future directions

In this paper, we used a vectorized algorithm that
employs the ANN method for solving systems of
ordinary differential equations (ODEs). We have
compared the numerical and exact solution. Re-
sults show the stability between target and pre-
dicted results, this validates the model. Through
various experiments with Python code and ac-
companying graphical simulations, we gained in-
sight into the nature of the model architecture.
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Figure 5. Comparison of ANN and exact solutions of examples with error plot.

Table 8. ANN and analytical solutions for system (11).

Grid point ANN ω1 Analytic ω1 ANN ω2 Analytic ω2 HAM ω1 [40] HAM ω2 [40]

0.0 0.000000 -0.000000 0.000000 0.000000
0.1 -0.020148 -0.019901 0.020259 0.019901 -0.037713 0.054825
0.2 -0.079290 -0.078441 0.079633 0.078441 -0.093487 0.109631
0.3 -0.173352 -0.172355 0.173847 0.172355 -0.183502 0.198153
0.4 -0.297520 -0.296840 0.298029 0.296840 -0.303739 0.316521
0.5 -0.446526 -0.446287 0.446949 0.446287 -0.449283 0.459979
0.6 -0.614954 -0.614969 0.615268 0.614969 -0.614869 0.623398
0.7 -0.797552 -0.797552 0.797797 0.797552 -0.795395 0.801766
0.8 -0.989535 -0.989392 0.989763 0.989392 -0.986339 0.990600
0.9 -1.186848 -1.186654 1.187074 1.186654 -1.184086 1.186262
1.0 -1.386381 -1.386294 1.386582 1.386294 -1.386294 1.386294

Specifically, we found that for specific problems,
even a single neuron in the hidden layer can
achieve the necessary accuracy. In contrast, more
significant numbers of neurons provide greater
precision at the cost of increased parameter learn-
ing iterations. However, we caution against ar-
bitrary increases in neuron size and recommend
selecting an optimal size based on the underlying
problem.

This study suggests the possibility of develop-
ing neural software that automatically adjusts the
number of hidden layers and neurons based on
the problem. Future research should focus on
conducting additional analytical investigations to
enhance the theoretical underpinnings of DNNs
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Table 9. ANN and analytical solutions for system (12).

Grid point ANN ω1 Analytic ω1 ANN ω2 Analytic ω2

0.0 1.000000 1.000000 1.000000 1.000000
0.1 0.990037 0.990050 1.009879 1.010050
0.2 0.960538 0.960789 1.040718 1.040811
0.3 0.913522 0.913931 1.094274 1.094174
0.4 0.851740 0.852144 1.173594 1.173511
0.5 0.778525 0.778801 1.283944 1.284025
0.6 0.697567 0.697676 1.433231 1.433329
0.7 0.612637 0.612626 1.632378 1.632316
0.8 0.527328 0.527292 1.896571 1.896481
0.9 0.444828 0.444858 2.247840 2.247908
1.0 0.367772 0.367879 2.718332 2.718282

Table 10. ANN and analytical solutions for system (13).

Grid point ANN ω1 Analytic ω1 ANN ω2 Analytic ω2

0.0 1.000000 1.000000 1.000000 1.000000
0.1 1.009847 1.010050 0.989964 0.990050
0.2 1.039864 1.040811 0.960605 0.960789
0.3 1.092748 1.094174 0.913761 0.913931
0.4 1.171816 1.173511 0.852052 0.852144
0.5 1.282053 1.284025 0.778786 0.778801
0.6 1.431027 1.433329 0.697719 0.697676
0.7 1.629692 1.632316 0.612724 0.612626
0.8 1.893485 1.896481 0.527462 0.527292
0.9 2.244383 2.247908 0.445117 0.444858
1.0 2.714172 2.718282 0.368234 0.367879

Table 11. Computing the absolute difference between ANN and exact solutions for system (13).

Grid point error ω1 error ω2

0.0 0.000000 0.000000
0.1 2.03e-04 8.6e-05
0.2 9.47e-04 1.84e-04
0.3 1.427e-03 1.70e-04
0.4 1.695e-03 9.2e-05
0.5 1.972e-03 1.5e-05
0.6 2.302e-03 4.3e-05
0.7 2.624e-03 9.8e-05
0.8 2.995e-03 1.70e-04
0.9 3.525e-03 2.59e-04
1.0 4.110e-03 3.54e-04

for solving systems of ODEs, encompassing ar-
eas such as delay differential equations and frac-
tional differential equations. Such investigations
would involve assessing the consistency, conver-
gence, and suitability of DNNs in the context of
solving systems of ODEs.
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lem of differential equation having two integral boundary conditions. With this
purpose, we propose a new finite difference scheme. First, we construct this
exponentially difference scheme on a uniform mesh using the finite difference
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1. Introduction

This study is concerned with the numerical solu-
tion the following singularly perturbed equation
with integral boundary values for 0 ≤ ℓ0 < ℓ1 ≤ ℓ

ε2u′′(t)+ εa(t)u′(t)− g(t, u) = 0, 0 < t < ℓ, (1)

u (0) =

∫ ℓ1

ℓ0

u (t) f0 (t) dt+A, (2)

u (ℓ) =

∫ ℓ1

ℓ0

u (t) f1 (t) dt+B. (3)

Here, ε is the perturbation parameter and is de-
fined as 0 < ε ≪ 1. A and B are fixed. a(t)
and g(t, u) are continuous functions in the inter-
val [0, ℓ] and [0, ℓ] × R, respectively. f0 (t) and
f1 (t) are continuous functions on [ℓ0, ℓ1].

When ε = 0 in the Eq. (1), the new equation is an
algebraic equation. The boundary conditions will
be unnecessary for the solution of this equation.
In this case, there will be two boundary layers
t = 0 and t = 1 of the problem (1-(3).

Equations with a positive parameter ε in the co-
efficient of the highest order derivative are called
singularly perturbed equations. Solutions of these
problems have thin boundary layers. In these lay-
ers, the solution changes abruptly and rapidly,
while in other parts of the definition region it
changes slowly and regularly. This irregularity
causes the solution of singularly perturbed prob-
lems to have unlimited derivatives. Thus, serious
difficulties arise in the operation of such problems.
These difficulties are also evident in numerical
solution. Because the approximate solution di-
verges from the exact solution as the mesh steps
get smaller. For this reason, it is very important
to establish appropriate numerical methods for
the solution of problems with singular perturba-
tions. Known classical numerical methods cannot
give numerical results suitable for the exact solu-
tion. Especially in this study, an efficient numer-
ical method such as the finite difference method,
which gives uniform convergence according to ε
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is preferred for the solution of such problems [1]-
[15]. Studies on problems with singular pertur-
bations started in the 1900s. These problems are
encountered in science, economics, sociology, en-
gineering, medical science, fluids mechanics, aero-
dynamics, magnetic dynamics, emission theory,
reaction diffusion, light emitting waves, commu-
nication lines, plasma dynamics, purified gas dy-
namics, motion of mass, plastics, chemical reac-
tor theory, seismology, oceanography, meteorol-
ogy, electric current, ion acoustic waves and some
physical modeling [16]- [21]. Also, Bakhvalov used
a special transformation in the numerical solution
of boundary layer problems [22]. Bitsadze and
Samarskii obtained some generalizations of lin-
ear elliptic boundary value problems [23]. Herceg
and Surla found the numerical solution of the sin-
gularly perturbed problem with non-local bound-
ary values using spline tension [24]. Gupta and
Trofimchuk studied a sharper case for solving the
second-order three-point boundary value prob-
lem [25]. Amiraliyev and Cakir found a uni-
formly convergent approach for the zeroth order
reduced equation and convective singularly per-
turbed problem [2]. Cakir, for the three-point
singularly perturbed problem, using the difference
method, a second-order uniform convergence was
obtained [3]. Cakir and Amiraliyev evaluated the
three-point singularly perturbed boundary value
problem using a Shishkin mesh [4]. In [1, 6–8, 24]
and [26, 34] have been worked on the numerical
solution of the singularly perturbed problem with
nonlocal boundary and integral boundary con-
ditions. The singularly perturbed problem has
also been solved by different numerical methods
[9,10,35]. There are also studies on existence and
uniqueness of these problems in the literature [36]-
[38].

The study of the linear state of our problem (1)-
(3) is in [1], where the problem is solved with a
layer-adapted mesh. The difference of this study
from similar studies in the literature [6] is the use
of a uniform mesh and the two integral bound-
ary conditions of the problem (1)-(3). Although
there are studies on singularly perturbed prob-
lems with two integral boundary conditions solved
in Shishkin mesh as in [6], we have not come
across any studies on singularly perturbed prob-
lems with two integral boundary conditions in
uniform mesh. This gap, which is not in the lit-
erature, constitutes the motivation of our study.

In this paper, the difference scheme is obtained
using the integral rules from [30]. In the second
part, we investigated several important factors for
the exact solution (1)-(3). The difference proce-
dure for the uniform mesh of the problem (1)-(3)

is given in part 3. In the fourth part, the conver-
gence evaluation of the method is made. For the
purpose of applying the theoretical procedure, an
example whose exact solution is unknown is pre-
sented in Sect 5.

Throughout this study, C and C0 will be used as
positive constants that do not depend on ε and
h. The norm ∥.∥ is used to denote the maximum
norm.

2. Some properties of the Exact
Solution

Here we will give a Lemma and its proof, which
will be needed for later parts of the study.

Lemma 1. Let u(t) be the solution of the (1)-(3),

a(t) ∈ C1[0, ℓ], γ =
∫ ℓ1
ℓ0

(|f0 (t)|+ |f1 (t)|) dt < 1,

∂g/∂u − εa′ (t) ≥ β∗ > and |∂g/∂t| ⩽ C for t
∈ [0, ℓ], then the estimations

|u(t)| ⩽ C0, (4)

∣∣u′(t)∣∣ ⩽ C

{
1 +

1

ε

(
e−

c0t
ε + e−

c1(ℓ−t)
ε

)}
, (5)

hold, where 0 ⩽ t ⩽ ℓ and

C0 = (1− γ)−1 (|A|+ |B|+ β−1 ∥F∥∞
)
,

c0 =
1

2

(√
a2 (0) + 4β∗ + a (0)

)
,

c1 =
1

2

(√
a2 (ℓ) + 4β∗ − a (ℓ)

)
.

Proof. Using the mean value theorem for g(t, u)
in (1), we have

g(t, u) =
∂g (t, ξu)

∂u
u(t) + g(t, 0), 0 < ξ < 1,

supposing of

b(t) =
∂g (t, ξu)

∂u
> 0, G(t) = g(t, 0).

Let’s rewrite the (1)-(3) problem as follows to get
the proof of (4)

ε2u′′(t) + εa(t)u′(t)− b (t)u (t) = G (t) , (6)

u (0) =

∫ ℓ1

ℓ0

f0 (x)u (x) dx+A, (7)

u (ℓ) =

∫ ℓ1

ℓ0

f1 (t)u (t) dt+B. (8)

Here, using the maximum principle [4,39] and (6)-
(8) we arrive at the following inequality:

|u (t)| ≤ |u (0)|+ |u (ℓ)|+ β−1 ∥G∥∞ , t ∈ [0, l] .
(9)
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Now, using the boundary values (7) and (8), let’s
obtain the inequality (4)

|u (0)| ≤ |A|+
∫ ℓ1

ℓ0

|f0 (t)| |u (t)| dt, (10)

|u (ℓ)| ≤ |B|+
∫ ℓ1

ℓ0

|f1 (t)| |u (t)| dt. (11)

If we write the inequalities (10) and (11) in the
inequality (9), we get the following result:

|u (t)| ≤ |A|+ |B|+
∫ ℓ1

ℓ0

|f0 (t)| |u (t)| dt

+

∫ ℓ1

ℓ0

|f1 (t)| |u (t)| dt+ β−1 ∥G∥∞

≤ |A|+ |B|+ max
[ℓ0,ℓ1]

|u (t)|
∫ ℓ1

ℓ0

|f0 (t)| dt

+max
[ℓ0,ℓ1]

|u (t)|
∫ ℓ1

ℓ0

|f1 (t)| dt+ β−1 ∥G∥∞

≤ |A|+ |B|+ ∥u∥∞
∫ ℓ1

ℓ0

|f0 (t)| dt

+ ∥u∥∞
∫ ℓ1

ℓ0

|f1 (t)| dt+ β−1 ∥G∥∞ .

Thus, the proof of (4) is completed. Also, the
proof of (5) is almost the same to that of [39]. □

3. Uniform Mesh and Construction of
the difference scheme

In this part, we will obtain the difference scheme
for the (1)-(3) problem. For this we will work on
the uniform mesh.

ωh =

{
ti = ih, i = 1, 2, . . . , N − 1 : h =

ℓ

N

}
,

ω̄h = ωh ∪ {t0 = 0, tN = ℓ} .
where N is the number of discretization points.

Let’s give some notations for grid functions, where
yi is the approximate value for u(t) at grid points
ti.

ft̄,i :=
fi − fi−1

h
, ft,i :=

fi+1 − fi
h

,

f◦
t,i

:=
ft,i + ft̄,i

2
,

ft̄t,i :=
fi+1 − 2fi + fi−1

h2
, i = 1, 2, ..., N,

∥f∥∞ ≡ ∥f∥∞,ω̄h
:= max

0⩽i⩽N
|fi| .

Let’s start constructing the difference scheme
with the following equation for 1 ⩽ i ⩽ N − 1:

ξ−1
i h−1

ti+1∫
ti−1

Lu(t)φi(t)dt = 0, (12)

where the functions {φi(t)}N−1
i=1 have the form

φi(t) =


φ
(1)
i (t), ti−1 < t < ti,

φ
(2)
i (t), ti < t < ti+1,
0, otherwise,

where φ
(1)
i (t) and φ

(2)
i (t), respectively, are the so-

lution of the following problems:

εφ
(1)
i (t)− aiφ

(1)
i (t) = 0, ti−1 < t < ti,

φ
(1)
i (ti−1) = 0, φ

(1)
i (ti) = 1,

εφ
(2)
i (t)− aiφ

(2)
i (t) = 0, ti < t < ti+1,

φ
(2)
i (ti−1) = 0, φ

(2)
i (ti) = 1,

and the coefficient ξ−1
i in (12) as

ξ−1
i =

h−1

ti+1∫
ti−1

φi(t)dt


−1

.

If we rearrange (12), we get the following system

−ε2ξ−1
i h−1

ti+1∫
ti−1

φ′
i(t)u

′
(t) dt+εa−1

i h−1

ti+1∫
ti−1

φi(t)u
′ (t) dt

−g (ti, ui) +Ri = 0, i = 1, 2, ..., N − 1, (13)

where

Ri = εξ−1
i h−1

ti+1∫
ti−1

[a (t)− a (ti)]φi(t)u
′ (t) dt

−ξ−1
i h−1

ti+1∫
ti−1

φi(t)

ti+1∫
ti−1

d

dt
g(ξ, u (ξ) )K∗

0,i (t, ξ) dξ

 dt,

(14)
K∗

0,i (t, ξ) = T0 (t− ξ)− T0 (ti − ξ) .

If we benefit the formulas from [5], we have the
following system for 1 ≤ i ≤ N − 1 from (13)

−ε2ξ−1
i h−1

ti∫
ti−1

φ′
i(t)u

′
(t) dt− ε2ξ−1

i h−1

ti+1∫
ti

φ′
i(t)u

′
(t) dt

+ εaiξ
−1
i h−1

ti∫
ti−1

φi(t)u
′ (t) dt

+ εaiξ
−1
i h−1

ti+1∫
ti

φi(t)u
′ (t) dt−g (ti, ui) +Ri

= −ε2ξ−1
i h−1ut̄,i

ti∫
ti−1

φ
(1)′

i (t)dt
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−ε2ξ−1
i h−1ut,i

ti+1∫
ti

φ
(2)′

i (t)dt

+εaiξ
−1
i h−1ux̄,i

ti∫
ti−1

φ
(1)
i (t)dt

+εaiξ
−1
i h−1ut,i

ti+1∫
ti

φ
(2)
i (t)dt−g (ti, ui) +Ri

= −ε2ξ−1
i ut̄,iχ1,i − ε2ξ−1

i ut,iχ2,i + εaiξ
−1
i ux̄,iχ1,i

+εaiξ
−1
i ut,iχ2,i−g (ti, ui) +Ri = 0.

After the ut̄,i = u◦
t,i
− h

2ut̄t,i and ut,i = u◦
t,i
+ h

2ut̄t,i

are substituted in the above equation, the follow-
ing expression is obtained:

ε2
{
ξ−1
i

(
1 + 0.5ε−1hai (χ2,i − χ1,i)

)}
ut̄t,i

+εaiu◦
t,i
−g (ti, ui) +Ri = 0,

where

χ1,i = h−1

ti∫
ti−1

φ
(1)
i (t)dt, χ2,i = h−1

ti+1∫
ti

φ
(2)
i (t)dt.

So, from the above equations, the difference
scheme is defined for 1 ⩽ i ⩽ N − 1:

ε2θiut̄t,i + εaiu◦
t,i
−g (ti, ui) +Ri = 0, (15)

here

θi = ξ−1
i

(
1 +

(χ2,i − χ1,i)

2ε
hai

)
. (16)

Now, the approximations for the first and second
boundary conditions need to be determined. Let
tN0 and tN1 be the grid points nearest to ℓ0 and
ℓ1, respectively.

∫ ℓ1

ℓ0

f0 (t)u (t) dt =

∫ tN0

ℓ0

f0 (t)u (t) dt

+

∫ tN1

tN0

f0 (t)u (t) dt+

∫ ℓ1

tN1

f0 (t)u (t) dt, (17)

and∫ tN1

tN0

f0 (t)u (t) dt =

N1∑
i=N0

[∫ ti

ti−1

f0 (t) dt

]
u (ti) + r̄0

= K0 (u) + r̄0, (18)

where

K0 (u) =

N1∑
i=N0

[∫ ti

ti−1

f0 (t) dt

]
u (ti) , (19)

r̄0 =

N1∑
i=N0

∫ ti

ti−1

[
f0 (t)

∫ ti

ti−1

u′ (ξ) (T0 (t− ξ)− 1) dξ

]
dt.

Thus, we get the difference approximation corre-
sponding to the first boundary value as:

u0 −K0 (u) = A+ r0, (20)

where

r0 =

∫ tN0

ℓ0

f0 (t)u (t) dt+

∫ ℓ1

tN1

f0 (t)u (t) dt+ r̄0.

(21)
Now we get the difference approtimation corre-
sponding to the second boundary value as follows:

uN −K1 (u) = B + r1, (22)

where

K1 (u) =

N1∑
i=N0

[∫ ti

ti−1

f1 (t) dt

]
u (ti) , (23)

r1 =

∫ tN0

ℓ0

f1 (t)u (t) dt+

∫ ℓ1

tN1

f1 (t)u (t) dt+ r̄1,

(24)

r̄1 =
∑N1

i=N0

∫ ti
ti−1

[
f1 (t)

∫ ti
ti−1

u′ (ξ) (T0 (t− ξ)− 1) dξ
]
dt.

If the error values in the (14), (21) and (24) are
neglected, the following difference chart is found
for 1 ⩽ i ⩽ N − 1:

ε2θiyt̄t,i + εaiy◦
t,i
−g (ti, yi) = 0, , (25)

y0 = K0 (y) +A, (26)

yN = K1 (y) +B. (27)

4. Stability of the Difference Scheme

Here, we give the stability of the finite difference
method with the Theorem 1 and the evaluation
of the error functions with the Lemma 2.

The error term z is z = y − u for 1 < i < N .

ε2θizt̄t,i+εaiz◦
t,i
−[g (ti, yi)− g (ti, ui)] = Ri, (28)

z0 = K0 (z) + r0, (29)

zN = K1 (z) + r1. (30)

Lemma 2. The estimates are valid for the terms
Ri, r0 and r1 to be obtained with the help of results
of Section 1 and Lemma 1

∥R∥∞,ωh
≤ Ch, (31)

|r0| ≤ Ch, (32)

|r1| ≤ Ch. (33)



78 D. Arslan, E. Celik / IJOCTA, Vol.14, No.1, pp.74-80 (2024)

Proof. We have from the expression (14) for Ri

on an arbitrary mesh as follows

|Ri| ≤ C

h+ h+

ti+1∫
ti−1

(
1 +

∣∣u′ (ξ)∣∣) dξ
 .

This inequality and (5) enable us to write the in-
equality as

|Ri| ≤ C

h+
1

ε

ti+1∫
ti−1

(
e−

c0t
ε + e−

c1(ℓ−t)
ε

)
dx

 .

(34)
The mesh is uniform with h = ℓN−1 for
1 ≤ i ≤ N . So, from the above inequality, we get

|Ri| ≤ C
{
N−1 + ε−1h

}
≤ Ch.

Let us evaluate (32) using the expression (21) for
r0 as

|r0| ≤
N1∑

i=N0

∫ ti

ti−1

[
|f0 (t)|

∫ ti

ti−1

∣∣u′ (ξ)∣∣ |T0 (t− ξ)− 1| dξ

]
dt

+

∫ tN0

ℓ0

|f0 (t)| |u (t)| dt+
∫ ℓ1

tN1

|f0 (t)| |u (t)| dt

≤ C max
[ti−1, ti]

|f0 (t)|
∫ ℓ

0

∣∣u′ (t)∣∣ dt+O (h)

≤ Ch. (35)

The proof of (33) is similar to the proof of the
inequality (32). All these complete the proof of
Lemma 2. □

Lemma 3. If zi is the solution of (28)-(30) and

γ̄ =

N∑
i=N0

∫ ti

ti−1

[|f0(t)|+ |f1(t)|] dt < 1.

Then there is the following the estimate

∥z∥∞,ω̄h
≤ C

(
β−1 ∥R∥∞,ωh

+ |r0|+ |r1|
)
. (36)

Proof. Using Lemma 2, we easily obtain
(36). □

Theorem 1. If u be the solution of (1)-(3) and y
be the solution of (25)-(27). Then, the following
estimate is satisfied.

∥y − u∥∞,ω̄h
≤ Ch.

This theorem gives the result of the convergence
of the proposed method with the help of Lemma
2 and Lemma 3.

5. Numerical Illustrations

Here we provide some numerical results that ex-
emplify the current method.

By using the quasilinearization technique, the
scheme (25)-(27) can be arranged as:

ε2θiy
(n)
t̄t,i

+ εaiy
(n)
◦
t,i

−g
(
ti, y

(n−1)
i

)
(37)

−∂g

∂y

(
ti, y

(n−1)
i

)(
y
(n)
i − y

(n−1)
i

)
= 0,

y
(n)
0 = h

N1∑
i=N0

f0,iy
(n−1)
i +A, (38)

y
(n)
N = h

N1∑
i=N0

f1,iy
(n−1)
i +B, (39)

where y
(0)
i for 1 ≤ i ≤ N and n ≥ 1 is the initial

guess.

Example 1. We apply the scheme (37)-(39) to
the following singularly perturbed problem with
integral boundary conditions:

ε2u′′+ε (1 + t)u′ = 2u−arctan (t+ u) , 0 < t < 1,

u (0) =

∫ 1

0.5
cos (πt)u (t) dt+ 1,

u (1) =

∫ 1

0.5
sin(πt)u (t) dt+ 1.

The exact solution of the problem is unknown.
For this reason, we have to use the double mesh
as:

eNε = max
i

∣∣∣uε,Ni − ũε,2N2i

∣∣∣ .
The rates of convergence are defined as

PN
ε =

ln
(
eNε /e2Nε

)
ln 2

.

The eN is the maximum errors as

eN = max
ε

eNε .

Table 1. Convergence rates and
maximum errors for ε and N .

ε ↓→ N 16 32 64 128

2−10 0.084154 0.042753 0.021547 0.010816

0.97 0.98 0.99

2−11 0.026562 0.015689 0.008531 0.004421

0.75 0.87 0.94

2−13 0.008590 0.004484 0.002283 0.001144

0.93 0.97 0.99

2−15 0.002299 0.001160 0.000580 0.000288

0.98 0.99 1.00

2−17 0.000585 0.000292 0.000145 0.000072

p=0.99 p=1.00 p=1.01
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Figure 1. Numerical solution curves
of Example 1.

Uniform convergence rates p and error values
are given in Table 1. p values are around one.
In Figure 1, the approximate solution curves
have been plotted for each of the values N =
16, 32, 64, 128, 256 for t = 0. As N values increase,
the approximate solution curves approach the co-
ordinate axes around t = 0 and t = 1. Here it can
be seen that the theoretical process is accurate
and reliable.

6. Conclusion

In the study, the finite difference method is used
to solve the problem with nonlocal conditions.
The difference scheme has been established with
the help of some integral forms on the uniform
mesh. The difference problem was solved by the
Gauss elimination method. Convergence analy-
sis was performed. Uniform convergence was ob-
tained from the first-order. The proposed method
has been applied to a test problem. Numerical
results show that the approaches described here
contribute greatly to the understanding of singu-
larly perturbed problem (see Table 1 and Figure
1). With the motivation given by this study, it
is aimed to apply to nonlocal boundary condition
and fuzzy problems with delay parameter with
singularly perturbation feature.
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