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1. Introduction

The theory of fractional differential equations be-
comes one of the most interesting and attractive
topics and has shown an increasing development.
Differential equations involving fractional order
derivatives are used to model a variety of systems
has important applied sciences and engineering
aspects. In applied sciences, this frame of deriva-
tives are used to model a variety of systems, of
which the important applications lie in field of
viscoelasticity, electrode-electrolyte polarization,
heat conduction, electromagnetic waves, diffusion
equation and so on [1, 2].

Finite difference methods in particular became
very popular and a large number of schemes has
been published very recently. Consequently it be-
comes important to understand how they com-
pare in terms of accuracy, stability and computing
times. In [3–7], fractional differential transform
method (FDTM) and modified fractional differen-
tial transform method (MFDTM) to solve third-
order dispersive partial differential equations were
studied by various authors. Third order partial

differential equations were investigated in [8], [9],
and [10]. In [11], the initial value problem for
the third order partial differential equation with
time delay with self adjoint positive operator of
a Hilbert space was investigated. Finally, some
paper implemented several on the numerical so-
lutions of the fractional differential equations in
recent years [12–18].

Now, we shall give the following basic definitions
for this study.

Definition 1. The Caputo fractional derivative
Dα

t u(t, x) of order α depended on time is defined
as:

∂αu(t, x)

∂tα
= Dα

t u(t, x) (1)

=
1

Γ(n− α)

t
∫

0

1

(t− p)α−n+1

∂αu(p, x)

∂pα
dp,

(n− 1 < α < n) ,

and for α = n ∈ N defined as:
1
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Dα
t u(t, x) =

∂αu(t, x)

∂tα
=
∂nu(t, x)

∂tn
.

Definition 2. First-order approximation
method computing the problem (1) given by the
formula:

Dα
t U

k
n
∼= gα,τ

k
∑

j=1

w
(α)
j (Uk−j+1

n − Uk−j
n ), (2)

where gα,τ = 1
Γ(2−α)τα and w

(α)
j = j1−α − (j −

1)1−α. From the above facts, we have the follow-
ing approximation [19]:

∂αu(tk, xn)

∂tα
= gα,τ

[

w1U
k
n − wkU

0
n (3)

+
k−1
∑

j=1

(wk−j+1 − wk−j)u
j
n



 .

In this work, we consider the third order frac-
tional partial differential equation depend on ini-
tial boundary value problem















































∂3u(t,x)
∂t3

+ ∂αu(t,x)
∂tα − ∂2u(t,x)

∂x2 + u(t, x) = f(t, x),
0 < x < L, 0 < t < T, 0 < α < 1,

u(0, x) = ϕ(x), ut(0, x) = ψ(x),

utt(0, x) = σ(x), 0 ≤ t ≤ T,

u(t,XL) = u(t,XR) = 0, XL < x < XR.

(4)

For the problem (4), basic definitions are given.
The exact solution of the problem (4) and its sta-
bility inequalities are investigated. The first or-
der of difference schemes of the problem (4) are
constructed. The theorem of stability estimates
for the solution of difference schemes for initial-
boundary value problem for this partial differen-
tial equation are obtained. The results of numer-
ical experiments are presented and are compared
with exact solutions. These results obtained with
Matlab programming showed that the method
gives good results for this problem.

2. The exact solution and stability for

third order fractional partial

diferential eqation

Consider the equation (4) the following abstract
form







d3u(t)
dt3

+Au(t) = F (t), (0 < t < T ),

u(0) = ϕ, u′(0) = ψ, u′′(0) = σ,

(5)

in a Hilbert space H = L2[0, L]. Here f(t) =
f(t, x) is abstract function defined on [0, T ] with
values in H = L2[0, L]. ϕ = ϕ(x) and ψ = ψ(x)
are the elements of H = L2[0, L]. u(t) = u(t, x) is
unknown abstract function defined on [0, T ] with
values in H = L2[0, L].

A : D(A) → H is the differential operator defined
by formula

Au(x) = −u
′′

(x) + u(x)

with domain

D(A) = {u : ux, uxx ∈ L2[0, L]; u(0) = u(L) = 0} .

Here, F (t) = f(t)−Dα
t u(t).

Now, we shall get the formula for the solution of
the problem (5). Using the method [8] , we write
the problem (5) as the following first order linear
differential equations:











du(t)
dt − aBu(t) = w(t),

dw(t)
dt − aBw(t) = v(t),
dv(t)
dt +Bv(t) = F (t),

(6)

where B = A1/3. Using the initial conditions of
the problem (5) and the formula (6), we get new
initial conditions for the formula (5) as the fol-
lowing:

{

w(0) = u′(0)− aBu(0)
v(0) = u′′(0)−Bu′(0) +B2(0).

(7)

Here, a = 1
2 + i

√
3
2 and a = 1

2 − i
√
3
2 .

Integrating the formula (6) and using the initial
conditions of the formula (7), we obtain

u(t) = R1u(0) +R2u
′(0) +R3u

′′(0)

+

t
∫

0

R4f(s)ds−

t
∫

0

R4D
α
s u(s)ds. (8)

Here
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R1 =
aeaA

1/3t − aeaA
1/3t

a− a
+
e−A1/3t − eaA

1/3t

(a+ 1)(a+ 1)

+
eaA

1/3t − eaA
1/3t

(a+ 1)(a− a)
,

R2 =
eaA

1/3t − eaA
1/3t

(a− a)A1/3
−

e−A1/3t − eaA
1/3t

(a+ 1)(a+ 1)A1/3

−
eaA

1/3t − eaA
1/3t

(a+ 1)(a− a)A1/3
,

R3 =
e−A1/3t − eaA

1/3t

(a+ 1)(a+ 1)A2/3
+

eaA
1/3t − eaA

1/3t

(a+ 1)(a− a)A2/3
,

R4 = −
e−A1/3(t−s) − eaA

1/3(t−s)

(a+ 1)(a+ 1)A2/3
.

Lemma 1. The following inequalities are satis-
fied:

{

‖R1‖H ≤M(δ), ‖R2‖H ≤M(δ)
‖R3‖H ≤M(δ), ‖R4‖H ≤M(δ).

(9)

Lemma 2. For t ≥ 0 of the following estimates
hold:

∥

∥

∥
e−A1/3t

∥

∥

∥
≤ e−δ1/3t (10)

The proof of this Lemma is supported the spectral
representation of unit self-adjoint positive definite
operator A in a Hilbert space H.

Lemma 3. Suppose that ϕ ∈ D(A), ψ ∈ D(A2/3),

σ ∈ D(A1/3), Dα
t u(t) and f(t) are continuously

differentiable on [0, T ]. Then, there are the fol-
lowing stability inequality for the formula (8)

‖Dα
t u(t)‖H ≤ M

{

‖ϕ‖H +
∥

∥

∥
A−1/3ψ

∥

∥

∥

H

+
∥

∥

∥
A−2/3σ

∥

∥

∥

H

+ max
0≤t≤T

∥

∥

∥
A−2/3f(t)

∥

∥

∥

H

}

. (11)

Proof. Taking the first derivative of the problem
(8) and using the following formula for fractional
derivative of order 0 < α < 1, we find

Dα
t u(t) =

1

Γ(1− α)

t
∫

0

u′(p)dp

(t− p)α
, where u(0) = 0,

(12)

which implies that the proof of this lemma is com-
pleted. �

Theorem 1. Let ϕ ∈ D(A), ψ ∈ D(A2/3),

σ ∈ D(A1/3) and f(t) be continuously differen-
tiable on [0, T ]. Then, there is a unique solution

of problem (5) and the following stability inequal-
ities hold:

max
0≤t≤T

‖u(t)‖H

≤ M
{

‖ϕ‖H +
∥

∥

∥
A−1/3ψ

∥

∥

∥

H
+
∥

∥

∥
A−2/3σ

∥

∥

∥

H

+ max
0≤t≤T

∥

∥

∥
A−2/3f(t)

∥

∥

∥

H

}

, (13)

max
0≤t≤T

∥

∥

∥

∥

d3u(t)

dt3

∥

∥

∥

∥

H

+ max
0≤t≤T

‖Au(t)‖H

≤ M
{

‖Aϕ‖H +
∥

∥

∥
A2/3ψ

∥

∥

∥

H
+
∥

∥

∥
A1/3σ

∥

∥

∥

H

+ max
0≤t≤T

∥

∥f ′(t)
∥

∥

H
+ ‖f(0)‖H

}

(14)

are valid, where M is independent on f(t), t ∈
[0, T ], ϕ, ψ, and σ.

Proof. From (9), (10) and (8), the proof of the
formula (13) and (14) are completed. �

3. Constructed difference scheme and

its stability

Let us choose h = L
M for x−axis and τ = T

N
for t−axis as grid mess in the difference scheme
method. In this case, we have

xn = xL + nh; n = 1, 2, ...M, tk = kτ, k =
1, 2, ..., N. Applying the formula (2) for the frac-
tional partial differential equation (4), we con-
struct the following the first order difference
schemes



























































































Uk+2
n −3Uk+1

n +3Uk
n−Uk−1

n

τ3

+gα,τ
k
∑

j=1
w

(α)
j (Uk−j+1

n − U
k−j
n ) + Uk

n

− 1
2h2 [U

k+1
n+1 − 2Uk+1

n + Uk+1
n−1 + Uk

n+1

−2Uk
n + Uk

n−1]

= fkn = f(tk, xn),

U0 = ϕ,

U1−U0

τ = ψ.

(15)

Theorem 2. Suppose that the assumption A ≥ δ

holds and ϕ ∈ D(A), ψ ∈ D(A2/3) and σ ∈

D(A1/3. Then, for the solution of difference
scheme (15) the following stability estimates
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max
1≤k≤N

‖
Uk+2
n − 3Uk+1

n + 3Uk
n − Uk−1

n

τ3
‖H

+ max
1≤k≤N

‖Auk‖H

≤ M (δ)
{

‖Aϕ‖H +
∥

∥

∥
A2/3ψ

∥

∥

∥

H
+
∥

∥

∥
A1/3σ

∥

∥

∥

H

+ max
0≤t≤T

∥

∥

∥

∥

fk − fk−1

τ

∥

∥

∥

∥

H

+ ‖f1‖H

}

,

hold, where M (δ) is independent of choosing τ,
ϕ, ψ, σ and fk, 1 ≤ s ≤ N − 1.

The proof of Theorem 2 is based on the formu-
las for the solution of difference schemes (15), on
the estimates for the step operators and on the
self-adjointness and positivity of operator A.

4. Numerical experiments

Example

Investigate the following third order fractional
partial differential equation for initial boundary
value problems











































































∂3u(t,x)
∂t3

+ ∂αu(t,x)
∂tα − ∂2u(t,x)

∂x2 + u(t, x)

= sinx(4 + 6 t3−α

Γ(4−α) + 2t3),

0 < x < π, 0 < t < 1, 0 < α ≤ 1,

u(0, x) = − sinx,

ut(0, x) = 0, utt(0, x) = 0, 0 ≤ t ≤ 1,

u(t, 0) = u(t, π) = 0, 0 ≤ x ≤ π.

(16)

This problem has the exact solution of as u(t, x) =
(t3 − 1) sinx.

For the numerical solution of problem (16), we ap-
plied difference schemes method to (10). By the
help of modified Gauss elimination method, we
compute the maximum norm of error of the nu-
merical solution as

ε = max
n = 0, 1, ...,M
k = 0, 1, 2..., N

|u(t, x)− U(tk, xn)| ,

where Uk
n = U(tk, xn) is the numerical solution

and u(t, x) is the exact solution. The error analy-
sis table gives our the error analysis for difference
schemes method.

Table 1. Error analysis table.

τ = 1
N , h = pi

M
The difference scheme (16)

α

0.1 0.0722
N =M = 40 0.5 0.0711

0.9 0.0692
0.1 0.0365

N =M = 80 0.5 0.0359
0.9 0.0349
0.1 0.0183

N =M = 160 0.5 0.0180
0.9 0.0188
0.1 0.0122

N =M = 240 0.5 0.0120
0.9 0.0213
0.1 0.0047

N = 625,M = 25 0.5 0.0112
0.9 0.0247

5. Conclusion

The exact solution of the third order fractional
partial differential equation is examined. The
abstract theorem on the stability estimate for
the solution of the initial boundary value prob-
lems for the third order fractional equations is
established. The first order of accuracy differ-
ence schemes for the numerical solution of the
initial-boundary value problems for the third or-
der fractional equations are presented. Stability
estimates for the solution of difference schemes for
the initial-boundary value problems for the third
order fractional equations are obtained. The Mat-
lab implementation of the first order of accuracy
difference schemes for the approximate solution of
the initial boundary value problem for the third
order fractional equations are presented. Taking
into consideration the results of numerical exam-
ples, applications of the theorems are shown.
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 Energy has become one of the most important building blocks of many changes in 

the world, and it still maintains this quality. The demand for natural resources and 

energy continues to increase  daily. For this reason, the supply of reliable and 

sustainable energy has become an important issue that concerns and occupies 

mankind. Of the renewable energy sources, wind energy is a clean, reliable and 

inexhaustible source of energy with low operating costs. Turkey is a rich nation in 

terms of wind energy potential. In this context, the profitability of investments 

made in utilising domestic and renewable energy potential is important. 

Investment efficiency is a very important issue before and during the investment 

period due to the fact that wind energy investments are high cost investments. In 

this study, a solution will be proposed for the replacement of inefficient wind 

turbines which have been installed. In the ideal solution of the issue, the remaining 

lifetime of the wind turbine which is to be replaced and capacity utilization at the 

new location of the turbine will be used as key input factors. The results showed 

that it was important for the relocation decision to be made early for the investment 

to be more profitable. In the event of delayed decisions to relocate the turbine, a 

high capacity factor is expected in the new location. If a high capacity factor is not 

achieved, the relocation of the turbine will be meaningless and losses will be 

incurred for the investor. Also according to the results of the analysis, in the first 

two years, the turbine operating at a low capacity of 19% and 17% is profitable if 

it works at 26% capacity until the end of its economic life when change is made in 

the third year. 
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1. Introduction 

Countries aiming for sustainability in economic growth 

and development ensure the reliability of energy 

supplies. For countries to provide their energy needs 

uninterruptedly, it is important for domestic and 

renewable energy sources to be utilised. In Turkey, 

which is one of the developing countries, the economic 

change experienced in recent years has led to a rapid 

increase in demand in the energy sector, as it has in 

other sectors. While electricity production in Turkey 

showed an average annual increase of 3.6% between 

the years 1970 and 2000, electricity production 

increased annually by 8.9% on average between the 

years 2000 and 2017. In this regard, Turkey was one of 

the OECD countries in which energy demand increased 

the most rapidly. Electricity production in Turkey in 

2017 increased by 5.6% to 294.8 GWh compared with 

the previous year. 37% of this production was obtained 

from natural gas, 33% was obtained from coal, 20% 

from hydraulic energy, 6% from wind energy, 2% from 

geothermal energy and 2% from other sources [1]. In 

2017, approximately 70% of electricity production 

came from fossil sources, namely coal, liquid fuels and 

natural gas, while about 28% was obtained from 

renewable energy sources. When evaluating Turkey’s 

2017 energy situation, the high rate of energy use from 

fossil sources leads to environmental problems such as 

greenhouse gas emissions. Furthermore, the fact that a 

high percentage of the required energy is provided by 

imports has a negative effect on the balance of 

payments in a national economic sense. Between the 

years 1996 and 2017, energy imports made up an 

average of 20% of total annual imports. In 2017, total 

imports amounted to 234,156 million US dollars, 16% 

of which consisted of energy imports of 37,194 million 

US dollars. The 2015 foreign trade deficit was 76,736 

million US dollars. If Turkey’s energy needs were 

http://www.ams.org/msc/msc2010.html
http://orcid.org/0000-0002-5840-8418
http://orcid.org/0000-0003-2510-7384
http://www.ams.org/msc/msc2010.html
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obtained from domestic sources instead of imported 

sources, the foreign trade deficit would be reduced by 

approximately 48%. Considering the overall picture of 

energy in Turkey in recent years, providing the required 

energy from domestic and renewable sources has 

become essential.  

With regard to renewable energy potential, Turkey is a 

country with high potential for obtaining electricity 

production from wind and solar energy. According to 

the criteria specified, wind potential at a height of 50 

metres on Turkey’s wind atlas ranges from good to 

excellent, approaching 48 GW [2]. By July 2018, 

Turkey’s wind-based energy capacity had reached 7 

GW [3]. Turkey’s wind-based power is about 15% of 

the energy potential that can be obtained from wind.  

In meeting increasing energy needs, energy sources that 

reduce dependence on foreign sources and cause fewer 

environmental problems should be used within the 

energy portfolio. For these reasons, increasing 

domestic and renewable energy sources is essential for 

Turkey, and this will also provide many benefits for the 

national economy. Within the scope of the 2015-2019 

Strategic Plan prepared by the Ministry of Energy and 

Natural Resources, based on the diversification of 

resources in energy consumption with continuous, 

sustainable, environmentally friendly, good quality, 

reliable and low-cost energy for final consumers, the 

greatest possible utilisation of domestic and renewable 

energy sources was included among the main aims. 

Accordingly, the 2015-2019 Strategic Plan consists of 

8 themes, 16 aims and 62 targets. In the 2015-2019 

Strategic Plan, in the area of Energy and Natural 

Resources, common development needs such as good 

governance and stakeholder interaction, regional and 

international activity, technological research, 

development and innovation, and improvement of the 

investment environment are emphasised, while in the 

Energy field, security of supply and energy efficiency 

and saving are given priority. Moreover, in the field of 

Natural Resources, the subjects of security of supply of 

raw materials and efficient and effective use of raw 

materials are given attention. The subject of 

sustainability, which is regarded as an indispensable 

approach in the process of acquiring energy and natural 

resources for the economy and of their consumption, is 

designed not as a separate theme, but as a framework 

which covers all the themes [4].   

As can be seen in the 2015-2019 Strategic Plan 

prepared by the Ministry of Energy and Natural 

Resources, sustainability as a framework is aimed for 

and a Turkey that benefits from domestic and 

renewable natural resources is targeted by 

diversification of energy sources to ensure security of 

supply. The use of domestic and renewable energy 

sources ensures diversification of resources within the 

energy portfolio, thereby allowing important progress 

to be made in reducing dependence on foreign energy 

sources and developing an environment that provides 

security of energy supply [5]. When considering why 

domestic and renewable energy is needed and why the 

prepared strategic targets are frequently deliberated, the 

importance of financial support for investments in 

renewable energy sources is stressed. 

The increase in wind energy investments in Turkey and 

the world is striking. Is the main reason for this increase 

the fact that wind energy is an alternative energy source 

for meeting the needed and ever-increasing demand for 

energy? Or is it the fact that investments in wind energy 

are economically profitable? The answer to both 

questions explains the interest that there is in 

investment in wind power plants (WPP).  

Before wind energy investments are begun, two basic 

analyses need to be made. The first of these is the 

technical analysis, which includes technical 

components such as the place where the investment is 

to be made, the investment capacity, the choice of 

turbines to be used in the investment, etc. The second 

analysis to be made is the financial analysis of the 

investment, which determines whether the investment 

is economically profitable or not. In both the technical 

and the financial analyses, there are a number of 

uncertain variables which affect the investment. 

In evaluating a wind energy project in an economic 

sense, a project estimate of the installation costs must 

be made. In the technical evaluation of a WPP 

investment, the subjects in which there is insufficient 

knowledge and uncertainties regarding the WPP 

investment are factors such as when it will be 

completed, when the installation of the investment will 

begin, when the installation period of the investment 

will be completed, future changes in prices of materials 

to be used in the investment and how long the supply 

of the turbine from the manufacturer will take. 

Businesses have to make decisions under the existence 

of uncertainties like these. It is important for companies 

to make decisions that are as correct as possible and that 

will gain the most profit.   

In this study, alternatives are discussed related to the 

relocation of 8 wind turbines for which adequate wind 

measurements had not been made in the technical 

analysis of WPP investments and which had been 

installed in unproductive locations. In the relocation of 

the 8 wind turbines that had been installed in 

unproductive locations and were operating at low 

capacity, the minimum required capacity of the new 

location was determined. Moreover, the capacity of the 

new location created for a return to profitability was 

determined separately for each year up to the end of the 

economic life of the turbine. In this way, it was revealed 

in which year and at what capacity a turbine that had 

been installed in the wrong place could be turned into a 

profitable investment in its new place of installation.  

2. Literature review 

Despite the increasing interest in renewable energy 

technologies, following the literature review 

conducted, it was observed that few studies have been 

conducted regarding economic assessment of 

investments in this field. Some of the studies that 
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evaluate WPP investments in an economic sense are 

included below. It is considered that this study will also 

contribute to the literature.  

In a study by Desrochers and Blanchard [6] to examine 

the cost effectiveness of wind energy, one year’s hourly 

data for wind turbines were utilised. In their study, with 

the aid of the model established, the energy production 

capacities of different types of wind turbines were 

compared by means of simulation. It was concluded 

that the lower the investment constraints and the higher 

the production, the higher the rate of wind energy that 

could be absorbed by the system. With the system they 

developed, the inputs of different wind turbines into the 

system in terms of energy and capacity can be 

calculated [6]. 

In a study carried out by Venetsanos et al. [7], the net 

present value (NPV) and real options (RO) methods 

were used to evaluate wind energy for Greece, a 

country which has high potential in terms of renewable 

energy. It was determined that since investments in 

wind power plants involved high uncertainties, it would 

be beneficial to use the RO method as a complement to 

the NPV method [7]. 

In his study conducted in 239 locations selected from 

different states of the USA, using Monte Carlo 

simulation, Liberman [8] examined the payback 

periods of WPP investments for the locations 

depending on meteorolgical wind data. Due to the 

different prevailing wind speeds of the locations, the 

payback periods for the investments to be made in the 

locations were different. In areas with high wind 

speeds, the payback periods for the wind energy 

investments were shorter than in areas with low wind 

speeds [8]. 

In their study, Özerdem et al. [9] calculated the 

technical and economic feasibility of investments in 

wind power plants for the Izmir region in Turkey. For 

the technical feasibility study, wind speed, prevailing 

wind direction and temperature data were utilized. For 

the economic feasibility study, three different scenario 

groups for investment were examined with regard to net 

present value (NPV), internal rate of return (IRR) and 

payback period (PBP). The study revealed that the cost 

of the installed capacity per kWh had different 

characteristics as a function of capacity. It was 

concluded that the larger the capacity, the smaller the 

cost per kWh. It was also determined that investments 

with high installed capacity had high IRR [9]. 

In the study by Vardar and Çetin [10], the unit kWh 

energy cost generated by wind energy in 14 selected 

locations in Turkey was calculated. To calculate the 

unit kWh energy production cost, data and power 

curves for three turbines selected from the regions were 

utilized. The results revealed that the most 

advantageous and economic location was Bozcaada 

[10]. 

Moran and Sherrington [11] calculated the contribution 

to the local area of investment in a wind power plant in 

Scotland by examining the positive and negative 

factors through NPV analysis. It was revealed that 

despite all the expenditure, a wind power plant created 

a net increase in welfare [11]. 

Madlaner and Wenk (2008) investigated the installed 

energy capacity of Switzerland and compared the 

NPVs of the energy sources with Monte Carlo 

simulation (MCS). By utilizing the outputs obtained 

with the MCS analysis, the optimum energy portfolio 

created from the types of energy sources in certain 

proportions was calculated [12].   

In their study, Williams et al. [13] simulated the 

benefits to be obtained from investment in and 

operation of wind power plants for two different 

regions in Northern Arizona. An attempt was made to 

estimate the uncertainties related to the investment with 

the MCS applied. In this way, an attempt was made to 

determine the benefits to be obtained from economic 

activity during and after the WPP investment period for 

the economy of both regions [13].  

In a study conducted by Vardar and Çetin [14], the unit 

kWh cost generated from wind energy in 22 selected 

locations in Turkey was calculated. To calculate the 

unit kWh energy production cost, data and power 

curves for three turbines selected from the regions were 

utilized. The results revealed that the most 

advantageous and economic location was Kumköy 

[14]. 

Ay [15] attempted to determine in what ways different 

financing choices affected the results of wind energy 

investments. In the study, economic evaluations were 

made in two different situations, namely one that took 

account of depreciation and one that did not. The 

economic evaluation results were different for the two 

different situations. When depreciation was taken into 

account in the economic evaluation, cash flows were 

higher. Therefore, it was concluded that depreciation is 

an important factor that needs to be taken into account 

in economic evaluation of investments [15]. 

In Hamamcıoğlu’s study [16], the wind energy 

potential of the region was determined by using data 

obtained from a wind measurement station installed on 

the Campus of Yıldız Technical University. Next, the 

annual amount of energy that would be produced by 

two wind turbines with different capacities was 

calculated with the WAsP program. In two different 

scenarios, the unit electricity cost that would be 

obtained was analyzed with economic evaluation 

criteria like payback period and internal rate of return 

methods. The analysis results revealed that investment 

made in accordance with the two scenarios would yield 

profits [16]. 

In their study, Frølunde and Obling [17] conducted an 

economic evaluation of WPP investments by 

comparing discounted cash flows (DCF) and real 

options valuation (ROV) approaches. In the economic 

evaluation of WPP investments, it was concluded that 

both methods were successful and usable methods [17]. 

Cardell and Anderson [18] simulated power generation 

costs at different wind speeds. In the scenarios created 
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for the study, it was determined that domestic wind 

generation was correlated with wind speed [18].   

In the study conducted by RehmAn et al. [19], an 

economic evaluation of a 20-MW wind power plant 

investment in the eastern region of Saudi Arabia was 

carried out. According to the technical assessments 

conducted, the planned location of the wind power 

plant investment had a 33.7% capacity. When all the 

input costs affecting the investment were considered, 

the production cost of the investment per kWh was 

calculated as $2.94. It was concluded that in the area to 

be measured and thereabouts, a wind power plant 

investment could be developed [19].    

By establishing a model based on uncertain 

environmental factors for a 13-GW WPP investment to 

be set up in Turkey, Ertürk [20] calculated the NPV of 

the investment. Considering the tariffs in the 

Renewable Energy Law of 2005 in Turkey, it was 

concluded that provided the wind speed in the location 

of the WPP investment was 7.5 m/s and over, the 

investment could be economically profitable [20].   

Using RETScreen analysis software, Doğan et al. [21] 

performed a cost analysis for 3 wind power plants with 

1-MW, 5-MW and 10-MW power levels in Hatay 

province. As a result, it was concluded that in an 

economic sense, wind power plant investments with a 

capacity of at least 2 MV and above should be preferred 

based on bank interest income [21].   

Using the MCS method for the economic evaluation of 

WPP investments, Khindanova [22] obtained the 

distribution of the net present value (NPV), which is an 

output variable, by modelling the stochastic variables 

of electricity price and cost uncertainties. The NPV 

distribution obtained gives the wind power plant 

investor the opportunity for a deeper assessment when 

compared with a single point estimate of NPV or 

different scenario outputs. The method employed 

allows the wind power plant investor to acquire 

knowledge about risk measurements such as standard 

deviation, skewness, kurtosis and extreme NPV values 

that may be created [22].  

Özçelik [23] examined the investment profitability of 4 

locations in Turkey by considering cash flows that 

affect wind energy investments. Using the NPV and 

IRR methods of project evaluation, it was determined 

that of the locations examined, investments made in 

Karaburun (Izmir) and Samandağ (Hatay) would be 

profitable [23]. 

3. Research method 

To evaluate the suitability of an investment project, all 

the expenditure and income of the project must be taken 

into account. To determine the economic suitability of 

wind energy investments, feasibility studies of the 

economic factors must first be carried out at the 

financial analysis stage. For a WPP investment to be 

made, it must first be placed in a competitive position 

with other alternative projects. A feasible WPP 

investment must be profitable for the producer and 

provide cheaper energy for the consumer compared to 

other energy sources.   

In economic analyses carried out for WPP projects, 

payback period, project profitability and productvity, 

and net present value obtained throughout economic 

life are calculated [24]. 

In this study, alternatives related to the relocation of 8 

wind turbines are discussed, as shown in Figure 1. For 

this aim, analyses of a WPP investment that maintains 

its activity in Balıkesir province in the Southern 

Marmara region have been made by utilizing actual 

data. The data for eight 3 MW wind turbines in the 

installed plants of the wind power company have been 

used in the study. The 8 turbines selected are turbines 

that function in the same WPP area and have been 

relocated because they were low capacity. One of the 

codes of the turbines analyzed is identified as WTG34, 

as seen in Figure 1. 

 

Figure 1. Relocation of wind turbines 

 

In the case of relocation of the 8 wind turbines installed 

in unproductive locations and operating at low 

capacity, the minimum capacity required at the new 

location was determined. 

In the implementation section of the study, the payback 

period method, which is a test of economic profitability 

of a WPP investment, was used. There are two different 

types of calculation in the payback period method. The 

first of these is the method that does not take the time 

value of money into account (Eq. (1)). With this 

method, the year in which the cash inflows and cash 

outflows of the investment are equalized is calculated 

without accounting for the discount factor (resource 

cost of the investment) [25]. 

∑ Ri

n

t=0
= ∑ Ci

n

t=0
 (1) 

The second method, however, takes the time value of 

money into account (Eq. (2)). With this method, the 

year in which the cash inflows and cash outflows of the 

investment are equalized is calculated after discounting 

[26]. 

∑
Ri

(1 + k)t

n

t=0
= ∑

Ci

(1 + k)t

n

t=0
 (2) 

 

In both methods, the sooner the payback period is 

realized during the economic life of the investment, the 

better it is for investment profitability and performance. 

The economic position of a wind turbine basically 

depends on the electrical energy it generates. The most 
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basic and important input in electricity production is 

wind speed. Eq. (3) shows the equation for production 

output obtained from wind power [27]. 

Power = kCp1/2ρAV3 (3) 

P = Power output, kilowatts 

Cp = Maximum power coefficient, ranging from 0.25 

to 0.45, dimension less (theoretical maximum = 0.59) 

ρ = Air density, lb/ft3 

A = Rotor swept area, ft2 or π D2/4 (D is the rotor 

diameter in ft, π = 3.1416) 

V = Wind speed, mph 

k = 0.000133  A constant to yield power in kilowatts. 

(Multiplying the above kilowatt answer by 1.340 

converts it to horse- power [i.e., 1 kW = 1.340 

horsepower]). 

Wind power is proportional to the cube of wind speed. 

To explain this with an example, when the wind speed 

at a location is doubled, energy production increases 8 

times. Therefore, the wind speed in the place where the 

turbine is installed is the most important factor 

affecting electricity generation, and this situation also 

reduces the cost associated with electricity generation. 

This situation also ultimately reduces the payback 

period of the investment.  

CE =
CA

8760 CFPR

 (4) 

In Equation 4, the cost per unit kWh, “CE”, is a good 

economic indicator. In using electricity generation 

dependent on wind to determine cost, the 

characteristics of the wind regime are an important 

factor. “CF” expresses the capacity factor, “CA” denotes 

the annual operating cost, and “PR” represents the 

designed power of the turbine. 

Figure 2 shows the relationship between wind speed 

and power production. Power production begins at 

wind speeds of 3-4 m/s and stops at 25 m/s according 

to turbine scale and type. 

 

 

 

Figure 2. Power curve for wind speed and power production. 

 

 

Figure 3. WTG34 power curve. 

 

3.1. Input parameters for the research  

The average capacity use of the 8 wind turbines that 

were relocated during the WPP investment was 18%. 

The wind turbine coded WTG34 is one of the 8 wind 

turbines that were relocated during the WPP 

investment. Considering electricity generation 

compared with the other wind turbines, the electricity 

generation of wind turbine WTG34 is a turbine 

showing the average performance of the 8 turbines for 
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the previous 2 years. Figure 3 shows the power curve 

for wind turbine WTG34. The power curve for wind 

turbine WTG34 was obtained by using the realized 

wind speeds and the power production values at 

frequencies of ten-minute periods between the dates 

01.01.2012 and 31.12.2013.   

In Figure 3, the horizontal axis of the power curve for 

wind turbine WTG34 shows wind speed in m/s, while 

the vertical axis shows power in kW. When the wind 

speed of wind turbine WTG34 reached approximately 

2.3 m/s, production commenced, and when the wind 

speed reached about 16.6 m/s, production reached full 

capacity, while at a wind speed of 25 m/s, the turbine 

stopped generating.  

3.2. Inputs for economic analysis of the turbines 

The input variables defined as assumptions to be used 

in the WPP project are the same for each turbine and 

are shown in Table 1. The parameters used in wind 

energy production have been created using sources in 

the literature [28]. 

In Table 1, the input variables defined as assumptions 

for wind turbine WTG34 are grouped under four 

headings, namely production parameters, operating 

expenses, investment expenditure and financial 

variables.    

One of the production parameters for wind turbine 

WTG34 is individual unit capacity, and the individual 

unit capacity of the turbine is 3 MW. Another input is 

electricity selling price, and this was set as 7.3 US cents 

per kWh as a guarantee of purchase for wind power 

plants by YEKDEM (“Yenilenebilir Enerji Kaynakları 

Destekleme Mekanizması”, or Support Mechanism for 

Renewable Energy Sources). As well as electricity 

purchase price, incentives for unit electicity sales by the 

use of domestic components in WPP investments are 

also included. When domestic components are used in 

WPP investment, incentives are provided as follows: 

1.3 US cents per kWh for use of domestic rotors and 

nacelles, 1 US cent per kWh for use of domestic 

generators, 0.8 US cents per kWh for use of domestic 

turbines, and 0.6 US cents per kWh for use of domestic 

turbine towers. 

In the second group of input variables for wind turbine 

WTG34, operating expenses are included. In operating 

expenses, annual maintenance expenditure per unit was 

determined as $37,000. The number of staff employed 

in a WPP investment was assumed to be one person for 

4 turbines on average. The average monthly cost of 

each employee was specified as $1,200. As activity 

costs of the operation, in WPP investments $35,000 in 

system usage costs per unit is paid annually to the 

public, $2,900 is paid in electricity quality costs per 

unit, and $225 is paid in system operation costs per unit. 

In addition to activity costs, it was assumed that 

externally, there were other abnormal operating costs 

of $820 per unit related to operation of the turbine. It 

was also assumed that activity costs would increase at 

a rate of 1% per year.     

 

Table 1: Input variables defined as assumptions for 

wind energy investment and assumptions for wind 

turbine WTG34 

ASSUMPTIONS 

Production Parameters Value Unit 

Unit Number 1  
Individual Unit Power 3 MW 

Electricity Selling Price 0.073 USD/kWh 

Domestic Incentives (Rotors and Nacelles) 0.013 USD/kWh 

Domestic Incentives (Generators) 0.01 USD/kWh 

Domestic Incentives (Turbines) 0.008 USD/kWh 

Domestic Incentives (Turbine Towers) 0.006 USD/kWh  
Operating Costs 

Maintenance and Repair Costs 37,000 USD /Unit 

Security Costs 1,200 
USD/Employed 

Staff/Month 

Number of Security Staff 0.25 Employed Staff 

System Usage Costs 35,000 USD/Unit/Year 

Electricity Quality Cost 2,900 USD/Unit/Year 

System Operating Cost 225 USD/Unit/Year 

Other Operating Costs 820 USD/Unit/Year 

Rate of Increase of Actvity Costs 1 %  
Investment Expenditure 

Turbine Cost 1,100,000 USD/MW 

VAT for Turbine Purchase 20 % 

Turbine Switchyard Cost                      (*) 50,000 USD/Unit 

Land Requirement (Nationalization)    (*) 10,000 m2/Unit 

Land Use Cost                                      (*) 3,00 USD/m2 

Turbine Access Road Cost                   (*) 100,000 USD/Unit 

Project Development Cost                    (*) 25,000 USD/MW 

Licence Fee 10,000 USD/MW 

Maintenance and Repair Equipment Cost 30,000 USD/Unit 

Other Costs 10,000 USD/Unit  
Financial Variables   
Depreciation Rate 0.5 % 

Interest Rate 7.5 % 

Capital Ratio (Equity/ Total Sources) 50 % 

Working Capital Requirement 100,000 USD/Unit 

Depreciation Period 25 Year 

Inflation Rate - US Dollars 1.5 % 

VAT Rate 18 % 

Corporation Tax 20 % 

Equity Expectation Rate 10 % 

The third group of input variables for wind turbine 

WTG34 is that of investment expenditure. Investment 

for WPP projects is the total expenditure made for 

installation of the turbine and completion of the 

electrical conduction until commencement of 

production. Within investment expenditure, the cost of 

the turbine was determined as $1,100,000 per MW. In 

the ground works for the turbine installation site, the 

switchyard cost was assumed to be $50,000 per unit 

turbine. The land use per turbine was 10,000 m2 and $3 

was paid per m2. For opening of the turbine access road, 

the cost was $100,000 per turbine. In the pre-feasibility 

and project development period prior to making the 

WPP investment, $25,000 was spent per MW 

production volume. When the project was begun, a 

$10,000 licence fee was paid per MW. In addition to 

these, within the investment expenditure, it was 

assumed that $30,000 per unit would be spent related to 

the purchase of repair and maintenance equipment. 

Finally, other costs per unit were assumed to be 

$10,000. 

The fourth group of input variables for wind turbine 

WTG34 is related to financing. It was assumed that 

there was an annual loss of capacity in the WPP 
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investment compared to the previous year. As loss of 

capacity, the rate of wear and tear was selected as 0.5%. 

In investment finance, there are choices of financing 

with debt or with equity. For financing with debt, the 

central bank’s overnight borrowing rate was taken into 

account. For financing with debt, an annual rate of 

7.5% was used as the input variable. Another resource 

cost is equity cost. Equity cost was taken to be 

approximately 10% per annum based on the Capital 

Asset Pricing Model. The working capital of the 

operation was assumed to be $100,000 per unit. The 

depreciation period of the investment was assumed to 

be 25 years, and the depreciation of the investment was 

considered to be divided equally throughout its 

economic life. The annual dollar inflation rate was 

taken to be 2%. The tax rates for the investment were 

taken as 18% for VAT and 20% for corporation tax.  

The input variables defined as assumptions have been 

explained above. An input variable is defined as an 

independent variable that affects an investment at one 

point.  

4. Analysis findings 

Following the financial model created in this study, for 

the relocation of the turbine in the WPP investment to 

be profitable, the capacity factor of the new installation 

site of the turbine was determined. Wind turbine 

WTG34 was put into use and began production in 2012. 

In 2012 and 2013, production was carried out with 

capacity factors of 19% and 17% respectively. 

Following the year of its installation, if turbine WTG34 

operates at a capacity of approximately 24% until the 

end of its economic life, the WPP investment project 

will have zero profit. If turbine WTG34 is not relocated, 

however, the probability of the investment producing a 

return within the 25-year life of the turbine is low. In 

this case, the decision by the investor to install the 

turbine in a location where production can be made at 

a higher capacity is a logical one. From this viewpoint, 

even by adding the additional costs marked as (*) in 

Table 1 (turbine switchyard cost, land requirement, 

land use cost, turbine access road cost and project 

development cost), the turbine operating at a loss can 

become profitable. What is important here is the 

question of at least what capacity factor on average the 

new installation site of the turbine will work at until the 

end of its economic life. 

As a result of the financial model created based on the 

input parameters included, when considering the 

investment payback period method, the results of the 

capacity factors required for the relocation to be 

significant are shown in Figure 4. 

 

 

Figure 4. Turbine relocation and capacity factor. 

 

Examining Figure 4, it can be seen that when the 

relocation of the WPP investment is made during the 

third year and if the capacity factor of the investment, 

which has an economic life of up to 25 years, at the new 

installation site is 26% and over after the third year, the 

relocation of the investment will be significant. If the 

capacity factor of the investment, which has an 

economic life of up to 25 years, at the new installation 

site is 27% and over after the fourth year, the relocation 

of the investment will be significant. For relocation in 

the following years to be significant, the minimum 

capacity factors are as follows: 28% and over in the 5th 

year, 29% and over in the 6th year, 30% and over in the 

7th year, 31% and over in the 8th year, 32% and over 

in the 9th year, 34% and over in the 10th year, 35% and 

over in the 11th year, 37% and over in the 12th year, 

39% and over in the 13th year, 42% and over in the 14th 

year, 45% and over in the 15th year, 49% and over in 

the 16th year, 54% and over in the 17th year, 60% and 

over in the 18th year, 68% and over in the 19th year, 

79% and over in the 20th year, 95% and over in the 21st 

year, 118% and over in the 22nd year, 157% and over 

in the 23rd year, and 200% in the 24th and 25th years. 

Since there cannot be a capacity factor of over 100%, 

relocation of the investment in the 22nd year or later is 

pointless (uneconomic). When the repair and 

Date of Turbine  
Replacement 
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maintenance of wind turbines is taken into 

consideration, it is natural for the optimum capacity 

factor to be below full capacity. The earlier the 

investment relocation is carried out, the lower the 

desired mean capacity factor will be until the end of the 

economic life of the investment. If the decision to 

relocate the investment is delayed, the desired capacity 

factor for the investment at its new installation site will 

increase for every year that it is delayed. 

Similar results to those obtained for turbine WTG34 

were determined for the other 7 turbines having low 

capacity factors.   

5. Conclusion and recommendations 

Dependence on energy is increasing day by day all over 

the world. Turkey, which is one of the developing 

countries, is the world’s 17th largest and Europe’s 6th 

largest economy. Together with its growing economy 

and increasing population, demand for energy in 

Turkey is rising rapidly. To meet this increasing energy 

need and to reduce foreign dependence on energy, the 

use of domestic and renewable energy sources must be 

increased. From this perspective, realistic targets for 

renewable energy sources should be set, and to reach 

these targets, the barriers preventing investments 

should be lifted. 

When its potential for renewable energy sources is 

assessed, Turkey is a rich country. Another important 

matter that needs to be considered when making 

renewable energy investments is that of carrying out a 

technical analysis prior to making the investment and 

of installing the turbine in a location where maximum 

productivity can be obtained. Before companies make 

an investment in a renewable energy area, it is 

important that they undertake technical and economic 

feasibility studies of the investment. A pre-feasibility 

study will form a reference for the practicability of the 

investment. Following the pre-feasibility study, high-

productivity renewable energy investments are 

important for providers of liability in terms of 

repayment of the credit they are to provide.  

Following the financial model created in this study, for 

the relocation of the WTG34 turbine operating with a 

low capacity factor to be profitable, the capacity factor 

of the new installation site of the investment was 

determined. The results showed that it was important 

for the relocation decision to be made early for the 

investment to be more profitable. In the first two years 

of the turbine investment, the turbine operating at a low 

capacity of 19% and 17% is profitable if it works at 

26% capacity until the end of its economic life when 

change is made in the third year. It is seen that the 

capacity factor increases for each year of delay for 

replacement. In the event of delayed decisions to 

relocate the turbine, a high capacity factor is expected 

in the new location. If a high capacity factor is not 

achieved, the relocation of the turbine will be 

meaningless and losses will be incurred for the 

investor.  

When its potential for renewable energy sources is 

evaluated, Turkey is a rich country. When Turkey’s 

future energy targets are examined, it is seen that a 

target for renewable energy sources to meet 30% of 

Turkey’s energy consumption has been set for the year 

2023. 

Moreover, to reach the realistic targets determined for 

renewable energy, significant progress can be made by 

strengthening the incentive mechanism, making 

adjustments to periods and amounts in purchase 

guarantees, activating the operation of the 

Environmental Impact Assessment (EIA) and 

supporting technological developments related to 

renewable energy in domestic industry. Furthermore, 

informing entrepreneurs that plan to invest in this area 

about financial sources and access can make a positive 

contribution to speedier operation of the processes. 

References 

[1] Ministry of Energy and Natural Resources, 

https://enerji.gov.tr/, Accessed Date (11.10.2018). 

[2] Develi, A. & Kaynak, S. (2012). Energy Economics, 

Frankfurt am Main, ISBN 3631633335, DEU:Peter 

Lang AG. 

[3] Turkish Wind Energy Association (2018), Turkish 

Wind Statistic Report, https://www.tureb.com. 

tr/yayinlar/turkiye-ruzgar-enerjisi-istatistik-raporu-

temmuz-2018 

[4] Ministry of Energy and Natural Resources (2014). 

2015-2019 Strategy Plan, http://sp.enerji.gov.tr/ 

ETKB_2015_2019_Stratejik_Plani.pdf.  

[5] Bahgat, G. (2006). Europe’s Energy Security: 

Challanges and Opportunities, International Affairs, 

82(5): 961-975. 

[6] Desrochers, G., Blanchard, M. & Sud, S. (1986). A 

Monte-Carlo Simulation Method For The Economic 

Assessment of The Contribution of Wind Energy to 

Power Systems, IEEE Transactions on Energy 

Conversion, (4), 50-56. 

[7] Venetsanos, K., Angelopoulou, P. & Tsoutsos, T. 

(2002). Renewable Energy Sources Project 

Appraisal Under Uncertainty: The Case Of Wind 

Energy Exploitation Within A Changing Energy 

Market Environment. Energy Policy, 30(4), 293-

307. 

[8] Liberman, E. J. (2003). A life cycle assessment and 

economic analysis of wind turbines using Monte 

Carlo simulation . MSc Thesis, Air Force Institute 

Of Technology, Wright-Patterson Air Force Base, 

Ohio. 

[9] Özerdem, B., Ozer, S. & Tosun, M. (2006). 

Feasibility study of wind farms: A case study for 

Izmir, Turkey, Journal of Wind Engineering and 

Industrial Aerodynamics, 94(10), 725-743. 

[10] Vardar, A. & Çetı̇n, B. (2007). Cost Assessment of 

The Possibility of Using Three Types of Wind 

Turbine ın Turkey. Energy Exploration & 

https://www.tureb.com/
http://sp.enerji.gov.tr/%20ETKB_2015_2019_Stratejik_Plani.pdf
https://enerji.gov.tr/
https://www.tureb.com/
http://sp.enerji.gov.tr/%20ETKB_2015_2019_Stratejik_Plani.pdf
https://enerji.gov.tr/
http://sp.enerji.gov.tr/%20ETKB_2015_2019_Stratejik_Plani.pdf
http://sp.enerji.gov.tr/%20ETKB_2015_2019_Stratejik_Plani.pdf


14                                         H. H. Yildirim, S. Sakarya / IJOCTA, Vol.9, No.3, pp.6-14 (2019) 

Exploitation, 25(1), 71-82. 

[11] Moran, D. & Sherrington, C. (2007). An Economic 

Assessment of Windfarm Power Generation in 

Scotland Including Externalities, Energy 

Policy, 35(5), 2811-2825. 

[12] Madlener, R., & Wenk, C. (2008). Efficient 

investment portfolios for the Swiss electricity supply 

sector. 

[13] Williams, S. K., Acker, T., Goldberg, M. & Greve, 

M. (2008). Estimating the economic benefits of wind 

energy projects using Monte Carlo simulation with 

economic input/output analysis. Wind 

Energy, 11(4), 397-414. 

[14] Vardar, A. & Çetin, B. (2009). Economic 

Assessment of The Possibility of Using Different 

Types of Wind Turbine in Turkey, Energy Sources, 

Part B, 4(2), 190-198. 

[15] Ay, A. (2010). Energy Sources And Investment 

Project Assessment: A Case Study About Wind 

Energy In Turkey, Masters Thesis, Bahçeşehir 

University,  Istanbul. 

[16] Hamamcioğlu, V. (2010). Rüzgar Enerji Kaynaklı 

Elektrik Üretiminin Teknik/Ekonomik Analizi ve 

Yöresel Uygulaması, Masters Thesis, Yıldız Teknik 

Universitesi, Istanbul. 

[17] Frølunde, S. G., & Obling, P. E. (2010). Valuation 

models for wind farms under development. Graduate 

Thesis, 

http://studenttheses.cbs.dk/handle/10417/1080.  

[18] Cardell, J. B. & Anderson, C. L. (2010). Analysis of 

The System Costs of Wind Variability Through 

Monte Carlo Simulation, In System Sciences 

(HICSS), 43rd Hawaii International Conference on 

System Sciences, 1-8. 

[19] Rehman, S., Ahmad, A. & Al-Hadhrami, L. M. 

(2011). Development and Economic Assessment of 

a Grid Connected 20 MW Installed Capacity Wind 

Farm, Renewable and Sustainable Energy 

Reviews, 15(1), 833-838. 

[20] Ertürk, M. (2012). The Evaluation of Feed-In-Tariff 

Regulation of Turkey For Onshore Wind Energy 

Based on The Economic Analysis, Energy 

Policy, 45, 359-367. 

[21] Doğan, B. T., Çolakoğlu, A. & Kincay, O. (2012). 

RETScreen Analiz Programı ile Hatay’da Rüzgar 

Enerji Santrali Fizibilite Analizi, Tesisat 

Mühendisliği, 131, 22-27. 

[22] Khindanova, I. (2013). A Monte Carlo Model of a 

Wind Power Generation Investment, The Journal of 

Applied Business and Economics, 15(1), 94. 

[23] Özçelik, B. D. (2016). Türkiye’de Rüzgar 

Enerjisinin Durumu: Karaburun, Urla, Samandağ ve 

Hereke Rüzgar Enerjisi Santralleri Fizibilite Analizi, 

Maliye Finans Yazıları, (106), 49-72 

[24] Simoes, M. G. & Farret, F. A. (2008). Alternative 

Energy Systems Design and Analysis With Induction 

Generators, CRC Press, Second Edition, ISBN. 978-

1-4200-5532-0, USA. 

[25] Ross, S, Westerfield, R. W. & Jaffe, J. (2010). 

Corporate Finance, Ninth Edition, McGrawHill. 

[26] Manwell, J.F., Mcgowan J.G. & Roger, A.L. 

(2010).Wind Energy Explained: Theory, Design and 

Application, Second Edition, John Wiley & Sons 

Ltd. 

[27] Durak, M. & Özer, S. (2008). Rüzgar Enerjisi Teori 

ve Uygulama, Ankara. 

[28] Tansi, B.N. (2012). An Assessment of Cameroons 

Wind and Solar Energy Potential – A Guide for A 

Sustainable Economic Development, Hamburg, 

DEU: Diplomica Verlag. 

 

Hasan Huseyin Yildirim received his Master’s Degree 

(2011) in Finance from Marmara University and obtained 

a PhD Degree (2016) from Istanbul University. Mr. 

Yildirim is Assist. Prof. in the Burhaniye School of Applied 

Sciences at Balikesir University. His research interests 

include the economy, finance and banking sector and 

renewable energy investments. 

 

Sakir Sakarya received his Master’s Degree (1994) in 

Business and obtained a PhD Degree (2002) from Sakarya 

University in Turkey. Currently, Mr. Sakarya is a 

Professor in the Faculty of Economics and Administrative 

Sciences at Balikesir University. Mr. Sakarya has 

extensive experience in the finance and investment sector. 

His main research interest is financial management.  

 

 

 
An International Journal of Optimization and Control: Theories & Applications (http://ijocta.balikesir.edu.tr) 

 

 
 

This work is licensed under a Creative Commons Attribution 4.0 International License. The authors retain ownership of the 

copyright for their article, but they allow anyone to download, reuse, reprint, modify, distribute, and/or copy articles in IJOCTA, 

so long as the original authors and source are credited. To see the complete license contents, please visit 

http://creativecommons.org/licenses/by/4.0/.  

 
 

http://creativecommons.org/licenses/by/4.0/
http://studenttheses.cbs.dk/handle/10417/1080
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://ijocta.balikesir.edu.tr/
http://studenttheses.cbs.dk/handle/10417/1080
http://ijocta.balikesir.edu.tr/


*Corresponding author 

 

 

 
Special issue of the International Conference on Applied Mathematics in Engineering (ICAME'18) 

15 

An International Journal of Optimization and Control: Theories & Applications 

ISSN: 2146-0957   eISSN: 2146-5703 

Vol.9, No.3, pp.15-20 (2019) 

https://doi.org/10.11121/ijocta.01.2019.00685  
 

 

RESEARCH ARTICLE 

 

 

Simulation of glucose regulating mechanism with an agent-based software 

engineering tool 
 

Sevcan Emek a * , Vedat Evren b , Şebnem Bora c  

 
a Department of Computer Engineering, Manisa Celal Bayar University, Turkey 
b Department of Physiology, Ege University, Turkey 
c Department of Computer Engineering, Ege University, Turkey 

sevcan.emek@cbu.edu.tr, vedat.evren@ege.edu.tr, sebnem.bora@ege.edu.tr 
 

ARTICLE INFO  ABSTRACT 

Article history: 
Received: 19 August 2018 

Accepted: 11 February 2019 

Available Online: 20 March 2019 

 This study provides a detailed explanation of a regulating mechanism of the 

blood glucose levels by an agent-based software engineering tool. Repast 

Simphony which is used in implementation of this study is an agent-based 

software engineering tool based on the object-oriented programming using Java 

language. Agent-based modeling and simulation is a computational methodology 

for simulating and exploring phenomena that includes a large set of active 

components represented by agents. The agents are main components situated in 

space and time of agent-based simulation environment. In this study, we present 

hormonal regulation of blood glucose levels by our improved agent-based 

control mechanism. Hormonal regulation of blood glucose levels is an important 

process to maintain homeostasis inside the human body. We offer a negative 

feedback control mechanism with agent-based modeling approach to regulate the 

secretion of insulin hormone which is responsible for increasing the blood 

glucose levels. The negative feedback control mechanism run by three main 

agents that interact with each other to perform their local actions in the 

simulation environment. The result of this study shows the local behavior of the 

agents in the negative feedback loop and illustrates how to balance the blood 

glucose levels. Finally, this study which is thought a potential implementation of 

agent-based modeling and simulation may contribute to the exploration of other 

homeostatic control systems inside the human body. 

 

Keywords: 
Agent 

Agent-based modeling and simulation 

Homeostasis 

Negative feedback control 

Blood glucose levels 

 

AMS Classification 2010:  
68T42, 92C30, 93B52 

 

 
1. Introduction 

Human physiology includes fundamental systems that 

control the vital functions and processes. Each system 

has its own functional features. For example, the 

nervous system is considered as a control center that 

coordinates all bodily actions and activities, and 

responds to changes both outside and inside the body 

[1]. The other systems, such as cardiovascular, 

respiratory, urinary, endocrine, and immune systems, 

perform their local actions that benefit the internal 

balance of the body. The internal balance of the body 

called homeostasis [2] is an important survival process 

that maintains the keeping of state variables at a 

constant or stable condition. The endocrine system 

plays an active role for maintaining homeostasis. It is 

also known as the hormonal system, which basically 

regulates metabolic functions such as appetite, mood, 

sexual, reproduction, growth and development, sleep 

cycles, and more [3].  

In this study, we modeled and simulated hormonal 

regulation of blood glucose level using the agent-

based modeling and simulation (ABMS) technique. 

ABMS is a technique of artificial intelligence. It 

provides a platform to explain systems behavior based 

on individual actions and interactions. Individual 

which is a part of system is defined an agent in 

ABMS. The agents perform specific tasks depending 

on rules of agents’ actions and interactions in agent-

based simulation environment [4-6]. Agents in 

accordance with their characteristics are well suitable 

to represent the system components which presented 

in this study. ABMS approach has advantage of 

creating a model compared to other modeling 

approach based on mathematical and numerical 

analysis, control theory, biomechanical techniques, 

etc. [7]. ABMS is referred to as “individual-based 

http://orcid.org/0000-0003-0111-4635
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model” so that some answers need to find in order to 

describe the model scenario, like what the agents 

should be in the model, what the agents’ environment 

is, how to interact with each other and environment, 

how to define the rules determined the behaviors of 

agents, what are roles of the agents in the model, and 

etc. [8, 9].  

In this paper, we introduce and visualize the process 

by which the blood glucose levels are regulated by 

negative feedback control mechanism [10]. In order to 

implement negative feedback control mechanism, we 

offer three main agents; receptor agent, controller 

agent and effector agent. These agents interact with 

each other using the messaging service and run the 

feedback mechanism. We develop this study in Repast 

Simphony [11] platform based on the object-oriented 

programming using Java language. Repast Simphony 

offers the users and researchers a tool which includes 

graphical user interface, toolbar to control the 

simulation processes (start, step, pause, stop, exit, and 

etc.), displaying agents and their environment, 

monitoring the output data (time chart, histogram bar), 

scheduling of simulations, parameters management, 

and etc.  

This chapter is organized as follows: Section 2 gives a 

brief overview of hormonal regulation of blood 

glucose levels; Section 3 presents the method of this 

study which offers an agent-based control system; 

Section 4 provides implementation of case study 

involving experimental results; Section 5 explains 

some limitations of this study, and Section 6 concludes 

with a brief summary of this study. 

2. Hormonal regulation of blood glucose levels 

Endocrine system carries out its actions with the 

hormones produced by the endocrine glands and 

transmitted to the target cell by the blood circulation. 

Endocrine gland includes but not limited to pineal 

gland, pituitary gland, pancreas, ovaries, testes, 

thyroid gland, parathyroid gland, hypothalamus and 

adrenal glands. Pancreas secretes two major 

hormones, insulin and glucagon, that affect blood 

glucose level. Insulin is produced by the beta cells of 

the pancreas and glucagon is produced by the alpha 

cells of the pancreas. Insulin decreases the 

concentration of glucose in the blood. When blood 

glucose levels rise, secretion of insulin is triggered. 

Insulin causes glucose to be converted into glycogen 

in the liver which is the target tissue. So, glucose is 

removed from the blood and the blood glucose levels 

decrease [3, 12]. All these processes show that 

hormonal secretions are maintained at optimal levels 

with negative feedback shown in Figure 1. 

Our model scenario is created according to the 

increasing of blood glucose levels after a meal. Blood 

glucose/sugar levels are the amount of glucose that 

varies widely throughout bloodstream according to 

alternate with periods of fasting. In a healthy person, 

ideal blood glucose range for fasting glucose is 

between 80-90 mg/dL. Two hours after meal blood 

glucose concentration must be under the 180 (ideal is 

under 140) mg/dL.  If blood glucose concentration is 

not less than 140 mg/dL, the person’s illness 

symptoms start to show up [3].  

 

Figure 1. Regulation of blood glucose levels 

In Section 3, we introduce our controller model which 

represents the flow chart shown in Figure 1.    

3. Method 

In this study, we developed an agent-based control 

mechanism to control the blood glucose levels. In our 

approach, the agent-based control system is composed 

of a set of dynamic number of autonomous agents. We 

defined three important agents:  a receptor agent, a 

controller agent and an effector agent [7, 13]. Figure 2 

shows the negative feedback control mechanism that 

consists of interacting agents. 

 

Figure 2. Negative feedback control mechanism of 

hormonal regulation of blood glucose levels 

Receptor agent senses changes in plasma glucose 

levels and sends its information to controller agent. 

We represent the receptor agent as pancreas. 

Controller agent has a set point. If blood glucose 

levels above the set point, controller agent sends an 

insulin message to the effector agent.  We represent 

the effector agent as liver which uptakes glucose and 

stores as glycogen. Effector agent is responsible for 

the decreasing in blood glucose levels. Once glucose 

levels drop below a threshold value, there is no longer 

enough stimulus for sending insulin message.  
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Figure 3. UML class diagram that shown agents and their interactions 

 

The unified modeling language (UML) class diagram 

that shows the interaction of agents is given in Figure 

3.  

This study is a Repast Simphony project that uses 

Eclipse integrated development environment (IDE).  
The interaction of the agents is provided by the 

“publish-subscribe” messaging pattern in the 

interaction package illustrated in Figure 3. Each agent 

publishes the messages to its listeners and subscribes 

to the corresponding agent. The listener agent receives 

the messages and regulates its behavior according to 

the current environment situation [7, 13].  

4. Experimental study 

In this study, we have a scenario that shows increase 

in blood glucose levels according to breakfast, lunch 

and dinner. The results of the simulation study are 

illustrated in Figure 4 and Figure 5. 

 

 
Figure 4. Regulation of blood glucose levels after a meal 



18                                S. Emek, V. Evren, Ş. Bora / IJOCTA, Vol.9, No.3, pp.15-20 (2019) 

 
Figure 5. Insulin levels before and after a meal 

 

In Figure 4, 60th tick count represents 08.00 am which 

is time of breakfast. Before breakfast, blood glucose 

levels fluctuate between 70 and 90 mg/dL. After 60th 

tick count, eating gradually increases the blood 

glucose levels. Threshold value of blood glucose 

levels is set to 120 mg/dL. When the blood glucose 

levels are more than the threshold value, the controller 

agent sends insulin message to the effector agent. The 

insulin levels associated with blood glucose levels 

increase between 100th and 150th tick counts. Effector 

agent increases insulin levels shown in Figure 5 and 

decreases the blood glucose levels. Then, it sends the 

value of blood glucose to receptor agent. Until the 

blood glucose levels fall below the threshold value, 

effector agent keeps on sending message.  Two hours 

after breakfast at 240th tick count, blood glucose levels 

achieve optimal value. 300th tick count which is time 

of lunch at 01.00 pm triggers blood glucose levels. 

Blood glucose levels decrease on insulin control after 

two hours. In the simulation, minutes is defined by 

tick count. At 06.00 pm that is time of the last meal, 

blood glucose level increases about 130mg/dL. At 

700th tick count, decrease of blood glucose levels is 

observed. 

5. Discussion 

This study has some limitations in the creation of the 

model. We define pancreas as a receptor agent. In the 

literature [3, 14, 15], pancreatic islets called islets of 

Langerhans are clusters of cells located in the 

pancreas. Pancreatic islets contain beta cells that 

produce insulin. In this study, beta cells of pancreas 

may be defined as receptor agents. We define liver as 

an effector agent. Liver has an important role for 

glycogen storage. However, skeletal muscle is a major 

site of glycogen storage [16]. Muscle may be added as 

target tissue of effector agent.  

The results of simulation in respect of the parameters 

are obtained in reference to normal conditions of a 

healthy adult. Plasma glucose and insulin are 

simulated hourly, from 08.00 am to midnight, 

covering the whole day. We are able to obtain and 

compare simulation data and results based on 

references in the literature [3, 17-20]. 

In this paper, we simulated increase of blood glucose 

levels and observe insulin levels. In the continuation 

of this study, we may observe not only the increase in 

blood glucose level but also the glucagon hormone 

which is due to the decrease of the blood sugar level.  

6. Conclusion 

This study describes implementation of a glucose 

regulating mechanism using an agent-based software 

engineering tool. Interacting agents run the regulating 

mechanism using the messaging service. While 

exploiting a feedback loop, agents perform their 

actions and adapt their behaviors. In the result of this 

study, we observe that how the agent-based control 

system adjusts to the blood glucose levels after meal. 

This study deals only with regulation due to the 

increase in blood glucose level. In the future of this 

study, case studies such as diabetes which occur due 

to increase in blood sugar level can be performed by 

ABMS.  
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The aim of this paper is to investigate some optimal control strategies for a
generalized tuberculosis model consisting of four compartments. We construct
the model with the use of Caputo time fractional derivative. Contribution of
distancing control, latent case finding control, case holding control and their
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1. Introduction

Tuberculosis (TB) is a threatening bacterial dis-
ease caused by Mycobacterium tuberculosis. It is
the ninth leading cause of death in the world and
about 1.3 million people died due to TB in 2016
according to 2017 TB report of World Health Or-
ganization (WHO) [1]. Dynamics of TB is slowly
varying when compared to other epidemiologi-
cal diseases. Additionally, infected people do not
show any symptoms of the disease for years and
approximately 5 − 10% of the latently infected
people become an active TB sufferer [2], while
90 − 95% of people remain latent and they do
not infect other people at this stage. For latent
individuals to be an active TB sufferer depends
on endogenous reactivation or exogenous reinfec-
tion [3]. WHO and the United Nations aim to end
TB throughout the world, so they set the target
as ”a 90% reduction in TB deaths and an 80% re-
duction in TB incidence (new cases per year) by
2030, compared with 2015” [1].

Before setting some goals to end such a disease,
the use of mathematical models to understand the

dynamics of the disease has gained a special in-
terest for a while [4]. In the literature, there are
different models and optimal intervention strate-
gies that are formulated based on different as-
pects of the disease. Dynamics of TB was firstly
formulated by Waller and his colleagues in 1962
through a system of difference equations [5]. Since
then, time evolution of the disease has been in-
vestigated. To model the disease, the popula-
tion has been divided into some groups/classes,
for example, representing susceptible, infectious,
latent, vaccinated and recovered individuals [6].
A very basic model consisting of susceptible, in-
fectious and recovered individuals has been pro-
posed in [7]. As a different discussion, one-strain
and two-strain TB models have been constructed
to examine the antibiotic-resistant TB case as a
result of incomplete treatment [8]. A long la-
tent period of TB has been formulated with a
distributed delay in [9]. A model incorporating
seasonal changes has been constructed with the
use of periodic coefficients in [10].

Fractional differentiation and integration oper-
ators, which are the generalization of classical
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integer-order counterparts, capture memory ef-
fects due to their nonlocal nature [11]. Recently,
it has been observed that the fractional order
models with fixed-order may not be capable of
expressing some real world phenomena and the
need for variable order fractional operators are
used [12–14]. It is a useful tool to develop suit-
able models for describing real-world problems
which cannot be expressed by using integer-order
differential equations. For example, a model for
rubella disease has been formulated with the use
of non-local and non-singular fractional deriva-
tives in [15]. A fractional TB model with time de-
lay representing the required time to commence-
ment of treatment and diagnosis has been stud-
ied in [16], while uniform asymptotic stability of
a TB model with Caputo derivative has been in-
vestigated in [17]. These studies mainly concern
a single disease. Models for the interaction of two
diseases can be mentioned, too. Co-infection of
HIV and TB has been discussed in [18], while
impact of diabetes to TB has been investigated
in [19].

Optimal control problems (OCP) can be used to
find an intervention or treatment strategy for real-
world problems. For example, new therapy pro-
tocols can be found with the use of optimal con-
trol strategies for cancerous tumor growth model
in [20]. The optimal intervention strategy among
vaccination and treatment can be decided by min-
imizing the transmission of malaria disease [21].
Moreover, spread of Ebola disease can be con-
trolled with vaccination of the susceptible popula-
tion [22]. On the other hand, the infection level of
HIV and the overall treatment cost is minimized
and the duration of therapy is optimized in [23].
A fractional optimal control problem (FOCP) has
been proposed for two-strain TB model in [24].
Optimal control theory is used to reduce the
cost of interventions in case of reinfection and
post-exposure interventions, and the sensitivity of
the reproduction number has been investigated
in [25]. The optimal intervention strategy has
been set to minimize the number of infected indi-
viduals with the control of exogenous reinfection
through the use of chemoprophylaxis [26]. As a
case study, the cost of TB treatment in Cameroon
has been set as a cost functional and the control
functions represent education-diagnosis campaign
and chemoprophylaxis treatment [27]. In addi-
tion, a two-strain TB model has been taken as
a constraint and the latent and infectious groups
with the resistant-strain TB have been minimized
with two types of treatments [28]. For a review on
optimal control of TB models, we refer the reader
to the study [29].

In this study, we consider the recent paper of Kim
and his colleagues [30] where optimal intervention
strategies to reduce the number of infected people
in Philippines have been compared and some val-
ues for TB incidence for 2035 have been predicted.
TB model in that study has been constructed for
susceptible, high-risk latent, low-risk latent and
infectious individuals using integer-order deriva-
tive. We propose a generalized TB model with
the use of Caputo time fractional derivative since
symptoms of TB may not be observed quickly.
On the contrary, latent period of the disease might
last for years. In the paper [30], the aim is to min-
imize the number of high-risk latent and infected
people with the cost of applying the controls. In
addition to these, we maximize the number of sus-
ceptible people and the control strategies are fixed
as distancing control, latent case finding control,
case holding control and their combination. We
record the values of susceptible S(t) and infected
I(t) individuals for different fractional orders in
2035 and we observe the contribution of the or-
der. In addition, we calculate the reduction and
increase in I and S, respectively. At the end, we
comment on the choice of the optimal intervention
strategy for Philippines by underlying the contri-
bution of the fractional derivative.

The rest of the paper is organized as fol-
lows: In Section 2, we mention some proper-
ties and definitions for Caputo fractional deriv-
ative. In Section 3, we describe the generalized
TB model, show that the solution is non-negative
and bounded from above and propose the FOCP
together with the optimality system. In Section 4,
we present some numerical results to compare dif-
ferent strategies. Then, the paper ends with sum-
mary and conclusion.

2. Preliminaries

Fractional differentiation and integration oper-
ators, which are the generalization of classical
integer-order counterparts, are capable of cap-
turing memory effects due to their nonlocal na-
ture. In the literature, several fractional deriva-
tives have been defined. One of the mostly used
fractional differentiation operators is Caputo de-
rivative.

We define the (left) Caputo fractional differentia-
tion operator for 0 < q < 1 as [11]

C
a D

q
t g(t) =

1

Γ(1− q)

∫ t

a

g′(s)

(t− s)q
ds. (1)

The corresponding right differentiation operator
is given by
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C
t D

q
bg(t) = −

1

Γ(1− q)

∫ b

t

g′(s)

(s− t)q
ds. (2)

To prove that the solution of the model is non-
negative, we need the following lemma and corol-
lary related to generalized mean value theorem
[31]:

Lemma 1. Let g(x) ∈ C[a, b] and C
a D

q
t g(t) ∈

C(a, b] for 0 < q ≤ 1. Then, for a ≤ s ≤ b

and ∀x ∈ (a, b], the following estimate holds:

g(x) = g(a) +
1

Γ(q)
(Ca D

q
t g)(s)(x− a)q. (3)

Corollary 1. Let g(x) ∈ C[a, b] and C
a D

q
t g(t) ∈

C(a, b] for 0 < q ≤ 1. If C
a D

q
t g(t) is non-negative

∀x ∈ (a, b), then g(x) is non-decreasing for each
x ∈ [a, b]. If C

a D
q
t g(t) is non-positive ∀x ∈ (a, b),

then g(x) is non-increasing for each x ∈ [a, b].

To show that the solution is bounded from above,
we need the Laplace transform. The Laplace
transform of the (left) Caputo derivative is ob-
tained as

L{Ca D
q
t g(t)} = sqG(s)− g(0)sq−1. (4)

Moreover, the Laplace transform of the Mittag-
Leffler function is given by

L{tp−1Eq,p(−atq)} =
sq−p

sq + a
, (5)

where Eq,p(z) =
∑

∞

i=0
zi

Γ(qi+p) .

3. Fractional optimal control problem

In this study, we generalize a tuberculosis model
given in the study [30] with the use of Caputo time
fractional derivative and investigate the contribu-
tion of Caputo derivative in terms of a FOCP. The
model is composed of four epidemiological classes:
susceptible, S(t); high-risk latent, H(t); infectious
or active TB, I(t) and low-risk latent, L(t). In-
deed, the total population size is represented by
N(t) = S(t) +H(t) + I(t) + L(t).

The OCP given in the study [30] offers a way to
minimize the population of infectious and high-
risk latent classes. In this current study, a FOCP
is constructed to minimize the population of in-
fectious and high-risk latent classes while maxi-
mizing the number of susceptible people together
with the cost of implementing three different con-
trol strategies as

min
(u1,u2,u3)∈Uad

J(u1, u2, u3)

=

∫ tf

0
(H(t) + I(t)− S(t) +

ω1

2
u21(t)

+
ω2

2
u22(t) +

ω3

2
u23(t)) dt (6)

subject to



























































C
0 D

q
tS(t) = bqN(t)− βq(1− u1(t))

S(t)I(t)
N(t)

−µqS(t),
C
0 D

q
tH(t) = βq(1− u1(t))

S(t)I(t)
N(t)

−(αq(1 + u2(t)) + κq + µq)H(t)

+prq(1− u3(t))I(t),
C
0 D

q
t I(t) = κqH(t)− (rq + µq + dq)I(t),

C
0 D

q
tL(t) = (1− p(1− u3(t)))r

qI(t)

+αq(1 + u2(t))H(t)− µqL(t),

(7)

with S(0) = S0, H(0) = H0, I(0) = I0, L(0) = L0

where the admissible space of controls is given
by [30]

Uad = {(u1(t), u2(t), u3(t)) | u1(t), u2(t), u3(t)

are measurable with

0.05 ≤ u1(t), u2(t), u3(t) ≤ 0.95, t ∈ [0, tf ]}.

In other words, the optimal control (u∗1, u
∗
2, u

∗
3) ∈

Uad is required so that
J(u∗1, u

∗
2, u

∗
3) = min(u1,u2,u3)∈Uad

J(u1, u2, u3) is
reached.

Remark 1. By adding the equations in the model
(7) side by side, the dynamical model for the total
population is obtained as

C
0 D

q
tN(t) = (bq − µq)N(t)− dqI(t), N(0) = N0.

(8)

In Table 1, we mention the values/units of the
parameters in the model [30].

Table 1. Parameters in the model.

Parameter Description (Units) Value

b Effective birth rate (yr−1) 0.0442
µ Natural death rate (yr−1) 0.0235
β Transmission rate (yr−1) 11.7345
α Progression rate from H to L (yr−1) 0.2077
κ Progression rate from H to I (yr−1) 0.0294
r Treatment rate (yr−1) 0.2906
d TB-induced mortality rate (yr−1) 0.05
p Treatment failure probability 0.2
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Remark 2. We follow the study [32] to take qth

powers of the parameters, which have temporal
units, to eliminate dimension mismatch.

3.1. Non-negative and bounded solution

In this section, we will prove that the solution
to (7) is non-negative and bounded from above.
To do this, we fix the controls as u1(t) = u1,
u2(t) = u2 and u3(t) = u3.

Theorem 1. Let (S(t), H(t), I(t), L(t)) be the so-
lution to the model (7). Then, the solution re-
mains in R

4
+.

Proof. We observe that the the model leads to
the following inequalities:

C
0 D

q
tS(t)|S=0 = bqN ≥ 0,

C
0 D

q
tH(t)|H=0 = (1− u1(t))β

qSI

N
+ prq(1− u3(t))I ≥ 0,

C
0 D

q
t I(t)|I=0 = κqH(t) ≥ 0,

C
0 D

q
tL(t)|L=0 = (1− (1− u3(t))p)r

qI

+ (1 + u2(t))α
qH(t) ≥ 0. (9)

By Corollary 1, the solution remains in R
4
+. �

Theorem 2. Let (S(t), H(t), I(t), L(t)) be the so-
lution to the model (7). The solution is bounded
from above.

Proof. Firstly, we add the equations in (7) to
reach (8). Then, we observe that the inequality

C
0 D

q
tN(t) ≤ (bq − µq)N(t), (10)

holds. Then, we take the Laplace transform of
both sides in (10) to get the relation

λqL{N(t)} − λq−1N(0) ≤ (bq − µq)L{N(t)}.
(11)

Arranging (11), we reach the inequality

L{N(t)} ≤
λq−1

λq − bq + µq
N(0). (12)

Using (5) and taking inverse Laplace of both side,
we obtain the relation

N(t) ≤ Eq,1(−(µq − bq)tq)N(0) ≤ CN(0), (13)

since Eq,1(−(µq−bq)tq) ≤ C for some real number
C. Then, we derive that the total population is

bounded from above which leads the solution of
(7) to be bounded from above. �

3.2. Optimality system

We proceed with the characterization of the
FOCP (6-7). To obtain the optimality system as-
sociated to the optimal control U∗ = (u∗1, u

∗
2, u

∗
3),

we use Pontryagin’s maximum principle [33]. We
construct the Hamiltonian as

H(X ,U ,P) = (H(t) + I(t)− S(t) +
ω1

2
u21(t)

+
ω2

2
u22(t) +

ω3

2
u23(t))

+ λT
1 (t) (

C
0 D

q
tS(t)) + λT

2 (t) (
C
0 D

q
tH(t))

+ λT
3 (t) (

C
0 D

q
t I(t)) + λT

4 (t) (
C
0 D

q
tL(t))

+ λT
5 (t) (

C
0 D

q
tN(t)), (14)

where λi(t)
′s are the co-state (adjoint) variables

for 1 ≤ i ≤ 5. Then, the state equation (7) is
obtained by the equation

∂H

∂P
|U∗ = 0D

q
tX (t), (15)

where the adjoint equation is derived as

∂H

∂X
|U∗ = tD

q
tf
P, (16)

with

∂J

∂X
|t=tf

= 0 = P(tf ). (17)

Moreover, the optimality condition is given by the
equation

∂H

∂U
|U∗ = 0. (18)

For the optimal control to lie within the admis-
sible space Uad, we project it onto the interval
[0.05, 0.95]. In the preceding theorem, we state
the necessary optimality conditions.

Theorem 3. Given an optimal control U∗ =
(u1, u2, u3) and the state solution X ∗ =
(S,H, I, L,N) corresponding to
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





































































C
0 D

q
tS(t) = bqN(t)− βq(1− u1(t))

S(t)I(t)
N(t)

−µqS(t),
C
0 D

q
tH(t) = βq(1− u1(t))

S(t)I(t)
N(t)

−(αq(1 + u2(t)) + κq + µq)H(t)

+prq(1− u3(t))I(t),
C
0 D

q
t I(t) = κqH(t)− (rq + µq + dq)I(t),

C
0 D

q
tL(t) = (1− p(1− u3(t)))r

qI(t)

+αq(1 + u2(t))H(t)− µqL(t),
C
0 D

q
tN(t) = (bq − µq)N(t)− dqI(t),

(19)

with S(0) = S0, H(0) = H0, I(0) = I0, L(0) =
L0 and N(0) = N0 that minimize the objec-
tive functional (6), there exist adjoint variables
P = (λ1(t), λ2(t), λ3(t), λ4(t), λ5(t)) satisfying


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

C
t D

q
tf
λ1(t) = (−(1− u1(t))β

q I(t)
N(t) − µq)λ1(t)

+(1− u1(t))β
q I(t)
N(t)λ2(t)− 1,

C
t D

q
tf
λ2(t) = −(αq(1 + u2(t)) + κq + µq)λ2(t)

+κqλ3 + ((1 + u2(t))α
q)λ4(t) + 1,

C
t D

q
tf
λ3(t) = −(1− u1(t))β

q S(t)
N(t)λ1(t)

+((1− u1(t))β
q S(t)
N(t)

+(1− u3(t))pr
q)λ2

−(rq + µq + dq)λ3(t)

+(1− p(1− u3(t)))r
qλ4 − dqλ5(t) + 1,

C
t D

q
tf
λ4(t) = −µqλ4(t),

C
t D

q
tf
λ5(t) = ((1− u1(t))β

q S(t)I(t)
N2(t)

+ bq)λ1(t)

−((1− u1(t))β
q S(t)I(t)

N2(t)
)λ2(t) + (bq − µq)λ5(t),

(20)

with transversality conditions

λi(tf ) = 0, 1 ≤ i ≤ 5. (21)

Moreover, the optimal control U∗ =
(u1(t), u2(t), u3(t)) is represented by



















u1(t) = min
(

max
(

(λ2(t)− λ1(t))
βqS(t)I(t)
ω1N(t)

, 0.05
)

, 0.95
)

,

u2(t) = min
(

max
(

(λ2(t)− λ4(t))
αqH(t)

ω2
, 0.05

)

, 0.95
)

,

u3(t) = min
(

max
(

(λ2(t)− λ4(t))
prqI(t)

ω3
, 0.05

)

, 0.95
)

.

(22)

4. Numerical results

In this section, we present some illustrative ex-
amples to observe the contribution of the frac-
tional derivative to the choice of the control strat-
egy. We apply 3 different control intervention ap-
proaches and their combinations: The first one
(Case C1) is distancing control u1(t), which is
based on eliminating the contact between infec-
tious and susceptible people. The second ap-
proach (Case C2) is latent case finding control
u2(t) which aims to treat high-risk latent class.
The last strategy (Case C3) is case holding con-
trol u3(t) which consists of some actions applied
to eliminate the failure of the treatment.

We use the parameter values given in Table 1
which lead the reproduction number to be R0 =
{2.4872, 2.8507, 3.2546} for the fractional orders
q ∈ {0.85, 0.9, 0.95}, respectively. Therefore, the
infection will not disappear in the future if the ini-
tial conditions are taken close to the disease–free
equilibrium point.

We fix the weight parameters as {ω1, ω2, ω3} =
{106, 106, 105} following the work [30] and they
denote the cost of implementing the correspond-
ing control strategy. We solve the FOCP on the
time interval [2015, 2035] with a constant step
size ∆t = 0.004. We discretize the FOCP us-
ing L1-method [34] and forward-backward sweep
method is used as an optimization algorithm [35].
The initial subpopulations are taken as S0 =
20027781, H0 = 9292101, I0 = 621331 and L0 =
32006125 (Aurelio A. de los Reyes V, personal
communication, June 26, 2018). We investigate
the contribution of three intervention strategies
and their combinations by measuring the reduc-
tion/increase in I and S compared to uncontrolled
case in Table 3. All simulations are performed on
a Windows 10 machine with Intel Core i7, 2.5
GHz and 16 GB using MATLAB R2016a. With
the discretization mentioned above, the FOCP is
solved for 430 seconds in case of triple controls,
while the uncontrolled problem is solved in almost
25 seconds. Here, rather then the computational
time, we will focus on the influence of the frac-
tional order.

Before discussing an optimal control strategy, we
obtain the numerical solution of TB model (7)
without control, that is, u1 = u2 = u3 = 0. We
measure the values of H(t) + I(t), I(t) and S(t)
in 2035 and we present these results in Table 2.
We observe an increasing risk of the disease due
to a large number of infected people.
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Figure 1. No control: Epidemiological classes.

Table 2. Uncontrolled case: Esti-
mates for H + I, I and S in 2035.

α H(2035) + I(2035) I(2035) S(2035)
0.85 9.2539e+06 8.4889e+05 4.1626e+07
0.9 1.0218e+07 8.6547e+05 3.6519e+07
0.95 1.0846e+07 8.5268e+05 3.1422e+07

Moreover, four epidemiological classes are shown
in Fig. 1. We observe that infectious I(t) and
high-risk latent H(t) populations increase over
time which underlines the requirement of an ef-
ficient control strategy to eliminate the disease.

Therefore, we set the optimal control strategy to
minimize the difference between uninfected and
infected individuals with the following the cost
functional:

min
(u1,u2,u3)∈Uad

J(u1, u2, u3) =

∫ tf

0
(H(t) + I(t)

− S(t) +
ω1

2
u21(t) +

ω2

2
u22(t) +

ω3

2
u23(t)) dt

We immediately observe that cases C1, C12 and
C123 lead to the highest reduction in I and in-
crease in S. In other words, distancing control is
the most efficient choice to reduce the number of
infected people which leads to an increase in the
susceptible individuals. Additionally, the case C3,
namely case holding control, is the least efficient
choice. It means that some efforts to eliminate
the failure of the treatment cannot be successful

without any supportive strategy. Moreover, case
C2 denoting latent case finding control is the sec-
ond most effective approach. However, its con-
tribution can be boosted with distancing control.
Since the contribution of case holding control is
limited, there is not a big difference between C12

and C123 in the reduction of I, while increase in S

is almost the same for the cases C1, C12 and C123.
On the other hand, as we increase the order of
the fractional derivative q, we observe a positive
change in both reduction in I and increase in S. It
can be thought as the contribution of the memory
effect. If we add more information about the his-
tory to the model, which corresponds to a higher
value of q, then the success of the treatment will
be more visible.

As some illustrative results, we depict the epi-
demiological classes for Case C123, namely the
combination of three control strategies, in Fig. 2.
We observe that the number of susceptible indi-
viduals is higher than one for the uncontrolled
case, while there is a decline in the number of in-
fected people. It means that the control strategy
works well and the figures are compatible with the
aim behind the FOCP.

In addition, we present the optimal controls u1, u2
and u3 in Fig. 3. We see that the control lies be-
tween the predefined box constraints. As time
passes, a smaller control (compared to initial
time) is needed. Among these three different con-
trol strategies, distancing control is the most ef-
fective one to eliminate the disease.
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Figure 2. Case C123: Epidemiological classes.
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Figure 3. Case C123: Optimal controls u1(t), u2(t) and u3(t).

5. Summary and conclusion

In this study, we investigate an OCP governed
by a TB model with Caputo time fractional de-
rivative. We justify that the solution is non-
negativity and bounded from above and the opti-
mality system is derived based on the Hamilton-
ian. We compare three different control strategies
and their combinations, namely, distancing con-
trol, latent case finding and case holding control.
We presented some numerical results to underline
the contribution of the fractional order and the
choice of the intervention strategy. We observe
that the cases C1, C12 and C123 lead to the most
reduction in the number of infected people and in-
crease in the susceptible individuals. Moreover, as
we increase the order of the fractional derivative,
optimal control strategies become more effective.
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1. Introduction

We consider the following continuous constrained
optimization problem

(P )
min
x∈Rn

f(x)

s.t. gj(x) ≤ 0, j = 1, 2, ...,m,

where f : R
n → R and gj(x) : R

n → R,
j ∈ J = {1, 2, ...,m} are continuously differen-
tiable functions. The problem (P ) is considered
in many problems of engineering and natural sci-
ences [1–4] and it is studied in many papers [6,7].

There exists a very rich theory for the solu-
tion of the problem (P ) [5]. One of the tra-
ditional but effective method to solve the prob-
lem (P ) is the penalty function method [8]. The
penalty function method has been proposed in
order to transform a constrained optimization
problem to an unconstrained optimization prob-
lem. The method offers constructing a barrier
on the boundary of the set of feasible solutions
which is defined as D0 := {x ∈ R

n : gj(x) ≤
0, j = 1, 2, . . . ,m} and it is assumed that D0 is
not empty. In order to construct a barrier the
“b(t) = − log(−t)”, “b(t) = max(t, 0)” functions

are used. The penalized objective function is de-
fined as

F (x, ρ) = f(x) + ρ

m
∑

j=1

b(gj(x)), (1)

and problem (P) re-stated as

(Pρ) min
x∈Rn

F (x, ρ),

where ρ > 0 is a penalty parameter. If b(t) =
max(t, 0) is in the formula (1), the penalty func-
tion is called as exact penalty function according
to Zangwill [9]. It can be observed that the ex-
act penalty function may be non-smooth. When
the penalty function approach is non-smooth, one
of the conventional approaches is constructing a
smoothing approach. The smoothing approach
is based on modifying the objective function or
approximating the objective function by smooth
functions [10]. In order to improve the smooth-
ing approaches, different types of valuable tech-
niques and algorithms are developed [11–14]. In
recent years, the smoothing approaches have been
used for many non-smooth problems such as min-
max [15,16], exact penalty [17–20] and etc. [21].
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If the problem (P ) or (Pρ) has just one min-
imizer, then many local optimization methods
can be used to solve with penalty method, but
if it has multiple local minimizers, most of the
well-known methods are not available to solve
[22]. The studies on global optimization have
become extensively increase among the other re-
search areas of optimization [23, 24]. There are
many valuable studies on global optimization de-
pending on deterministic, stochastic and heuris-
tic approaches [25, 26]. Most of the global opti-
mization techniques are proposed to solve uncon-
strained problems, but by combining the penalty
function method with a global optimization al-
gorithm the global solution of the problem (P )
can be obtained. One of the important global
optimization approaches is the auxiliary function
approach which includes the Tunneling Method
(Algorithm) [27], Filled Function Method [28,29],
Global Descent Method [30] and Cut-Peak Func-
tion Method [31]. These methods are established
on finding the lower minimizer than the current
one by making a suitable modification on the ob-
jective function. The modified function is gener-
ally called as auxiliary function (Filled Function,
Tunneling Function and etc.) [33].

In the next section, we give some preliminary def-
initions. In section 3, we introduce a new penalty
function in order to transform the problem (P)
into an unconstrained problem. In Section 4,
we present a minimization algorithm and conver-
gence results. In Section 5, we apply the algo-
rithms on the important test problems. In the
last section, we give some concluding remarks.

2. Preliminaries

We assume that the set D0 is closed and bounded
and the function f has a finite number of lo-
cal minimizers in D0. Throughout the paper,
we use x∗k to denote the k−th local minimizer of
f whereas by x∗ we mean the global minimizer.

‖x‖ =
√

∑n
k=1

x2k denotes the Euclidean norm in

R
n.

Definition 1. [13] Let f : Rn → R be a contin-

uous function. The function f̃ : Rn × R+ → R is
called a smoothing function of f(x), if f̃(·, β) is
continuously differentiable in R

n for any fixed β,
and for any x ∈ R

n,

lim
z→x,β→0

f̃(z, β) = f(x).

Definition 2. [19] Let ε > 0, a point xε is called
ε−feasible solution for the problem (P ), if

gj(x) ≤ ε, j = 1, 2, . . . ,m.

3. A New Penalty Function

In this section, we present a new penalty ap-
proach for the problem (P). Let us define the sets
Dj = {x ∈ R

n : gj(x) ≤ 0} for j = 1, 2, . . . ,m. It
can be observed that ∩m

j=1Dj = D0. The main
idea in exact penalty function approach is to con-
struct a barrier at the boundary of D0 such that
any local (global) solver can not find a point out-
side the set D0. Based on this idea, we define a
new penalty function as

F (x, ρ) = f(x) + ρ





m
∑

j=1

χDc
j
(x)



 ‖x− x0‖
2,

where ρ > 0, x0 ∈ D0 and

χDc
j
(x) =

{

0, x ∈ Dj ,

1, x 6∈ Dj ,

for j = 1, 2, . . . ,m. Since the function χDc
j
(x)

is non-smooth, we apply the smoothing approach
to this function in order to make it smooth. We
design the following function

χ̃Dc
j
(x, ε) =







0, t ≤ 0,
R1(t), 0 ≤ t ≤ ε,

1, t ≥ ε,

(2)

where ε > 0 and

R1(t) =
−2

ε3
t3 +

3

ε2
t2,

for t = gj(x), j = 1, 2, . . . ,m. By using R1 in
formula (2), the obtained smoothing function is
continuously differentiable. If the following func-
tion

R2(t) =
6

ε5
t5 −

15

ε4
t4 +

10

ε3
t3,

is used in formula (2) instead of R1, the obtained
smoothing function is second order continuously
differentiable. The function Ri, (i = 1, 2, . . . , k)
is called the smooth transition function. Now, we
obtain surrogate problem (P̃ρ) as follows:

(P̃ρ) min
x∈Rn

F (x, ρ, ε), (3)

where

F (x, ρ, ε) = f(x) + ρ





m
∑

j=1

χ̃Dc
j
(x, ε)



 ‖x− x0‖
2.

Theorem 1. Let x∗ be a solution for (P̃ρ) for
sufficiently large ρ > 0 then x∗ ∈ D0.

Proof. Suppose that x∗ 6∈ D0. Then, there exists
j such that t = gj(x

∗) > 0. We have two cases:
Case 1. Let t ≥ ε then, we have

F (x∗, ρ, ε) = f(x∗) + ρ‖x∗ − x0‖
2,

and

∇F (x∗, ρ, ε) = ∇f(x∗) + 2ρ(x∗ − x0) = 0.
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Therefore, we obtain

ρ = −∇f(x∗)(2(x∗ − x0))
−1.

Since f(x) continuous differentiable ‖f(x)‖ < ∞
and x∗ 6= x0, it can be concluded that ρ is finite.
If anyone chooses ρ1 > ρ, the ∇F (x∗, ρ1, ε) 6= 0.
Case 2. Let 0 < t ≤ ε then, we have

F (x∗, ρ, ε) = f(x∗) + ρ

(

−2

ε3
t3 +

3

ε2
t2
)

× ‖x∗ − x0‖
2,

and

∇F (x∗, ρ, ε) = ∇f(x∗) + ρA(x∗, ε),

where

A(x∗, ε) =

((

−2

ε3
t3 +

3

ε2
t2
)

‖x∗ − x0‖
2

+

(

−2

ε3
t3 +

3

ε2
t2
)

(2(x∗ − x0))

)

.

Thus, we obtain

ρ = −∇f(x∗)A(x∗, ε)−1.

It can be seen that ρ is finite. If anyone chooses
ρ2 > ρ, the ∇F (x∗, ρ2, ε) 6= 0.

As a consequence, if anyone chose the parameter
ρ in (1) as ρ > max{ρ1, ρ2}, the point x∗ cannot
be outside of D0. �

Corollary 1. Let x∗ be a solution for (P̃ρ) for
sufficiently large ρ then x∗ is a solution for (P ).

Proof. From Theorem 1, we have x∗ ∈ D0.
Then, we obtain

f(x∗) = F (x∗, ρ, ε)

= F (x∗, ρ, 0)

≤ F (x, ρ, 0)

= f(x).

This completes the proof. �

4. Algorithms for Minimization

Procedure

In this section, we propose our new algorithm to
find the global optimal point by considering the
problem (P̃ρ).

Algorithm

Step 1 Determine x0, ρ0 = 10, ε0 > 0, N > 1,
0 < η < 1 and let j = 1 and go to Step 2.

Step 2 Use xj−1 as an initial point and apply one
of the global optimization algorithms to
solve the problem (P̃ρ). Let xj is the so-
lution.

Step 3 If xj ∈ intD0 then stop the algorithm and
xj is the optimal solution else go to Step
4.

Step 4 If xj is ε−feasible for (P ), then stop and
xj is the optimal solution. Otherwise,
take ρj = Nρj−1, εj = ηεj−1 and j =
j + 1, then go to Step 2.

In Step 2 of algorithm xj is the global optimal so-

lution of the problem (P̃ρ) depending on the pa-
rameter ε. In order to obtain the global solution,
any of the global optimization methods can be
used. We use the auxiliary function based global
optimization method studied in [21,33]. The Aux-
iliary Function Method (AFM) is very effective
in terms of numerical results which is illustrated
in [21]. Our auxiliary function is defined as fol-
lows:

φ̃(x, x∗k, β, α) =f∗

k + (f(x)− f∗

k ) χ̃Ak
(t, β)

+ αH(‖x− x∗k‖
2),

where α and β are real parameters. The function
χ̃Ak

(t, β) is defined by

χ̃Ak
(t, β) =







0, t > β,

q(t, β), −β ≤ t ≤ β,

1, t < −β,

where

q(t, β) =
1

4β3
t3 −

3

4β
t+

1

2
,

and the function H is defined on R+ and it satis-
fies the following properties:

i. H(u) > 0,

ii. H
′

(u) < 0,
iii. limu→∞H(u) = 0.

At Step 3 and 4, the feasibility of the solution is
checked and the stopping conditions are declared.

In order to guarantee that the algorithm is worked
straightly, we prove the following theorems.

Theorem 2. Assume that the sequence {xj} is
produced by the Algorithm has a limit point x∗,
then x∗ ∈ D0.

Proof. Assume x∗ is a limit point of {xj}. Then
there exists set J ⊂ N, such that xj → x for
j ∈ J . Let us consider the contrary that x∗ 6∈ D0,
i.e. for sufficiently large j ∈ J , there exist δ0 > 0
and i0 ∈ {1, 2, . . . ,m} such that:
Case 1. gi0(x

j) ≥ δ0 ≥ ε > 0. Since xj is the
global minimum according j−th values of the pa-
rameters ρj , εj , for any x ∈ D0 we have

F (xj , ρj , εj) = f(xj) + ρj‖x
j − x0‖.

If j → ∞ then, ρj → ∞ and ρj‖x
j − x0‖ → ∞

(since xj 6∈ D0 and ‖xj − x0‖ > 0). Thus, f(x)
takes infinite values on D0 and it contradicts with
the boundedness of f on D0.
Case 2. t = gi0(x

j) ≥ ε ≥ δ0 > 0. Since xj is the
global minimum according to j−th values of the
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parameters ρj , εj , for any x ∈ D0 we have

F (xj , ρj , εj) =f(xj) + ρj

(

−2

ε3
t3 +

3

ε2
t2
)

‖xj − x0‖

≥f(xj) + ρj‖x
j − x0‖.

If j → ∞ then, ρj → ∞ and ρj‖x
j − x0‖ → ∞

(since xj 6∈ D0 and ‖xj − x0‖ > 0). Thus, f(x)
takes infinite values on D0 and it contradicts with
the boundedness of f on D0. From the Cases 1
and 2, we obtain the result. �

Theorem 3. Assume that for ε ∈ (0, ε0] the set

argmin
x∈Rn

F (x, ρ, ε) 6= ∅.

Let xj is generated by Algorithm when ηN < 1.
If {xj} has a limit point, then the limit point of
xj is the solution for (P ).

Proof. Let x∗ be a limit point of {xj}. From
Theorem 2, we have x∗ ∈ D0. Then, we obtain

f(x∗) = F (x∗, ρ, ε)

= F (x∗, ρ, 0)

≤ F (x, ρ, 0)

= f(x).

This completes the proof. �

5. Numerical Examples

In this section, we apply our algorithm to
test problems. The proposed algorithm is pro-
grammed in Matlab. Numerical results show the
efficiency of this method. The detailed results are
presented in the tables for all problems. For these
tables, we use some symbols in order to abbreviate
the expressions. The meanings of these symbols
are as follows:

j :The number of iterations,

xj :the local minimum point of the

jth iteration,

εj :smoothing parameter of the

jth iteration,

g(xj) :the value of the point xj under

the constraint functions,

F (xj , ρj , εj) :the value of the point xj under F ,

f(xj) :the value of the point xj under f .

Problem 1. Let us consider the Example in [34]

min f(x) = x21 + x22 − cos(17x1)− cos(17x2) + 3,

s.t. g1(x) = (x1 − 2)2 + x22 ≤ 1.62,

g2(x) = x21 + (x2 − 3)2 ≤ 2.72,

0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ 2.

We choose x0 = (1, 1) as a starting point ρ0 =
10, ε0 = 0.01, η0 = 0.1 and N = 3. The
results are shown in the Table 1. Considering
(P̃ρ) the global minimum is obtained at a point
x∗ = (0.7254, 0.3993) with the corresponding value
1.8376. In the paper [34], the obtained global min-
imum point is x∗ = (0.72540669, 0.3992805) with
the corresponding value 1.837623. Our algorithm
finds the correct point as in [34].

Problem 2. Let us consider the Example in [35]

min f(x) = −x1 − x2,

s.t. x2 − 2x41 + 8x31 − 6x21 ≤ 2,

x2 − 4x41 + 32x31 − 88x21 + 96x1 ≤ 36,

0 ≤ x1 ≤ 3, 0 ≤ x2 ≤ 4.

We choose x0 = (0, 0) as a starting point ρ0 = 10,
ε0 = 0.01, η0 = 0.1 and N = 3. The re-
sults are shown in the Table 2. The global mini-
mum is obtained at a point x∗ = (2.3295, 3.1783)
with the corresponding value −5.5079. In the pa-
pers [35,36], the obtained global minimum point is
x∗ = (2.3289, 3.1883) with the corresponding value
−5.5091. Our algorithm find the correct point as
in [35,36].

Problem 3. Let us consider the example in [34],

min f(x) =1000− x21 − 2x22 − x23 − x1x2 − x1x3,

s.t. g1(x) =

3
∑

i=1

x2i = 25,

g2(x) = (x1 − 5)2 +
3

∑

i=2

x2i = 25,

g3(x) =
3

∑

i=1

(xi − 5)2 ≤ 25.

We choose x0 = (2, 2, 2) as a starting point ρ0 =
10, ε0 = 0.01, η0 = 0.1 and N = 3. The results
are shown in the Table 3. The global minimum is
obtained at a points x∗ = (2.5000, 4.2196, 0.9721)
with the corresponding value 944.2157. In the pa-
pers [34], the obtained global minimum point is
x∗ = (2.500000, 4.221305, 0.964666) with the cor-
responding value 944.2157. Our algorithm finds
the correct solution with the lower iteration num-
bers in comparison with the algorithm in [34].

Problem 4. Consider the example in [36],

min f(x) = −x21 + x22 + x23 − x1,

s.t. g1(x) = x21 + x22 + x23 ≤ 4,

g2(x) = min{x2 − x3, x3} ≤ 0.

We choose x0 = (−1.6,−1, 0.2) as a starting
point ρ0 = 10, ε0 = 0.01, η0 = 0.1 and
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Table 1. Table of minimization process of the Problem 1.

j xj ρj εj g1(x
j) g2(x

j) F (xj , ρj , εj) f(xj)

1 (0.7249, 0.4007) 10 0.01 −0.7737 −0.0083 1.8774 1.8522
2 (0.7252, 0.3996) 30 0.001 −0.7753 −0.0018 1.8446 1.8408
3 (0.7253, 0.3993) 90 0.0001 −0.7758 −0.0003 1.8388 1.8382
4 (0.7253, 0.3992) 270 1e− 05 −0.7758 −6.2645e− 05 1.8378 1.8377
5 (0.7253, 0.3992) 810 1e− 06 −0.7758 −1.0667e− 05 1.8376 1.8376

Table 2. Table of minimization process of the Problem 2.

j xj ρj εj g1(x
j) g2(x

j) F (xj , ρj , εj) f(xj)

1 (2.3307, 3.1477) 10 0.01 3.9592 508.57 −5.4454 −5.4784
2 (2.3297, 3.173) 30 0.001 3.9928 507.95 −5.4973 −5.5027
3 (2.3296, 3.1775) 90 0.0001 3.9988 507.85 −5.5062 −5.5071
4 (2.3295, 3.1783) 270 1e− 05 3.9998 507.83 −5.5079 −5.5079

Table 3. Table of minimization process of the Problem 3.

j xj ρj εj g1(x
j) g2(x

j) g3(x
j) Fp(x

j , ρj , εj) f(xj)

1 (2.5002, 4.2214, 0.9650) 10 0.01 0.0022 0.0001 −1.864 944.4134 944.2108
2 (2.5000, 4.2212, 0.9650) 30 0.001 7.17e− 05 3.26e− 06 −1.8625 944.2756 944.2155
3 (2.5000, 4.2212, 0.9650) 90 0.0001 1.73e− 05 −2.62e− 05 −1.8625 944.2341 944.2156
4 (2.5000, 4.2212, 0.9650) 270 1e− 05 3.92e− 06 −4.27e− 06 −1.8625 944.2157 944.2157

Table 4. Table of minimization process of the Problem 4.

j xj ρj εj g1(x
j) g2(x

j) F (xj , ρj , εj) f(xj)

1 (1.995,−0.0300, 0.0300) 10 0.01 −0.0180 −0.0601 −5.9393 −5.9733
2 (1.9991,−0.0094, 0.0094) 30 0.001 −0.0033 −0.0188 −5.9902 −5.9954
3 (1.9998,−0.0029, 0.0029) 90 0.0001 −0.0005 −0.0058 −5.9984 −5.9992
4 (2.0000,−0.0009, 0.0009) 270 1e− 05 −0.0001 −0.0018 −5.9997 −5.9999
5 (2.0000,−0.0009, 0.0009) 810 1e− 06 −1.6e− 05 −0.0018 −6.0000 −6.0000

N = 3. The results are shown in the Ta-
ble 4. The global minimum is obtained at a
point x∗ = (2,−0.0009, 0.0009) with the cor-
responding value −6.0000. In the papers [35,
36], the obtained global minimum point is x∗ =
(1.9889,−0.0001,−0.0111) with the corresponding
value −5.9446. Our algorithm finds the correct
point as in [35,36].

Problem 5. The Rosen-Suzuki problem in [34]

min f(x) =
4

∑

i=1

x2i − 5x1 − 21x3 + 7x4,

s.t. g1(x) = 2x21 +
3

∑

i=2

x2i + 2x1 + x2 + x4 ≤ 5,

g2(x) =

4
∑

i=1

x2i + x1 − x2 + x3 − x4 ≤ 8,

g3(x) =
2

∑

i=1

(

x22i−1 + 2x22i
)

− x1 − x4 ≤ 10.

First, we choose x0 = (0, 0, 0, 0), ρ0 = 10,
ε0 = 0.01, η0 = 0.1 and N = 3. The
results are shown in the Tables 5. The
global minimum is obtained at a point x∗ =
(0.1697, 0.8358, 2.0084,−0.9651) with the corre-
sponding value −44.2338. In the paper [19],
the obtained global minimum point is x∗ =
(0.1684621, 0.8539065, 2.000167,−0.9755604)
with the corresponding value −44.23040. In [34],
the obtained global minimum point is x∗ =
(0.170189, 0.835628, 2.008242,−0.95245) with the
corresponding value −44.2338. It can be seen that
our algorithm present numerically better result
than the algorithm in [34].
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Table 5. Table of minimization process of the Problem 5.

j xj ρj εj g1(x
j) g2(x

j) g3(x
j) F (xj , ρj , εj) f(xj)

1 (0.1682, 0.8338, 2.0070,−0.9661) 10 0.01 −0.0161 −0.0075 −1.8886 −44.1675 −44.2068
2 (0.1694, 0.8351, 2.0083,−0.9651) 30 0.001 −0.0030 −0.0017 −1.885 −44.2217 −44.2281
3 (0.1697, 0.8354, 2.0085,−0.9649) 90 0.0001 −0.0005 −0.0003 −1.8839 −44.2317 −44.2328
4 (0.1697, 0.8354, 2.0086,−0.9649) 270 1e− 05 −9.36e− 05 −5.85e− 05 −1.8837 −44.2335 −44.2337
5 (0.1697, 0.8354, 2.0086,−0.9649) 810 1e− 06 −5.60e− 05 −1.20e− 05 −1.8837 −44.2338 −44.2338

Problem 6. Consider the example in [35],

min f(x) =
π

n

[

10 sin2 πx1 + h(x) + (xn − 1)2
]

,

s.t.− 10 ≤ xi ≤ 10 i = 1, 2, . . . , n,

where h(x) =
∑n−1

i=1

[

(xi − 1)2(1 + 10 sin2 πxi+1)
]

.

For n = 3, 5, 7 we choose x0 = (6, 6, . . . , 6) as a
starting point ρ0 = 10, ε0 = 0.01, η0 = 0.1
and N = 3. The results are shown in the Table
6. The global minimum is obtained at a point
x∗ = (1, 1, . . . , 1) with the corresponding value 0.
In the paper [35], the obtained global minimum
point is x∗ = (1, 1, . . . , 1) with the corresponding
value 0. Our algorithm finds the correct point as
in [35].

Problem 7. Let us consider the Example in [34]

min f(x) = 10x2 + 2x3 + x4 + 3x3 + 4x6,

s.t. g1(x) = x1 + x2 = 10,

g2(x) = −x1 + x3 + x4 + x5 = 0,

g3(x) = −x2 − x3 + x5 + x6 = 0,

g4(x) = 10x1 − 2x3 + 3x4 − 2x5 ≤ 16,

g5(x) = x1 + 4x3 + x5 ≤ 10,

0 ≤ x1 ≤ 12, 0 ≤ x2 ≤ 18,

0 ≤ x3 ≤ 5, 0 ≤ x4 ≤ 12,

0 ≤ x5 ≤ 1, 0 ≤ x6 ≤ 16.

We choose x0 = (0, 0, ..., 0) as a starting point
ρ0 = 10, ε0 = 0.01, η0 = 0.1 and N = 4 for the
Algorithm. The results are shown in the Table
7. In [34], in which three algorithms are offered
for a new smoothing technique, approximate so-
lution is found with 4, 3 and 13 iterations in the
Algorithms I, II and III, respectively. Note that
the solution is not found in Algorithm II of [34].
Whereas, an approximate solution is found with 4
iterations in our Algorithm.

6. Conclusion

In this study, we propose a new exact penalty
function and a new algorithm for continuous con-
strained optimization. By considering this new
penalty function approach, we construct a new
minimization algorithm. We apply the algorithm
on test problems and obtain satisfactory results.

We also propose a new smoothing approach for
non-smooth penalty functions and it provides
good approximations to the non-smooth penalty
functions. Moreover, it is easy applicable and has
easy formulation.

The results convince that the Algorithm can be
used for large scale optimization problems. By
applying the minimization algorithm, the opti-
mum value is found rapidly and the algorithm
presents high accuracy in finding the optimum
point. We use the auxiliary function method in
the algorithm as a global optimizaiton method
but anyone can use any other algorithms such
as DIRECT [38], Kriging-based techniques [39] or
heuristic algorithms [40,41].
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 The boriding process is a thermochemical surface treatment which can be applied 

to many iron and non-ferrous materials and improves the properties of the 

material such as hardness, wear resistance. In the present study, the layer 

thickness values of the boronized AISI 430 material were optimized using the 

Response Surface Methodology. Mathematical model was constructed using 

parameters such as temperature and time and the results were analyzed 

comparatively. As a result of the analysis, the optimum layer thickness value for 

AISI 430 material was obtained as 39.0183 µm for 1000 ºC and 5.9h and it was 

determined that the boriding temperature and time are effective on the boride 

layer formation process of AISI 430 material. Finally, the Response Surface 

Methodology and Face Centered Central Composite Design have been 

effectively applied to the boriding process. 
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1. Introduction 

Surface treatments are applied to overcome the 

problems of exposed materials such as corrosion, 

abrasion, oxidation [1-2]. The surface properties of 

machine elements and tools can be improved by 

diffusing the atoms of various materials. 

Carbonization, nitriding, chroming and boriding 

processes are diffusion methods used to improve the 

surface properties of materials [3].  

Boriding is one of the most well-known 

thermochemical surface hardening processes that 

provide features such as high surface hardness, 

corrosion and abrasion resistance [4-6]. 

Approximately in 800 – 1100 ºC, process is applied 

for 2 - 8 hours [7]. Boriding can be applied to 

materials using various methods, such as solid, liquid, 

and gas [8]. The solid boronizing method used in the 

study is a simple and economical method compared to 

other methods. AISI 430 Stainless Steel materials are 

used in a variety of industries. AISI 430 is especially 

used in the automotive industry for machine parts such 

as exhaust manifolds, turbochargers and catalytic 

converters [9]. Optimization studies of the boriding 

process are limited in the literature [10-13]. 

 

 

Genel et al. [10] studied that the boride layer 

properties of the boronized AISI W1 material by solid 

boronizing method were modeled mathematically by 

Artificial Neural Networks (ANN) and the boride 

layer thickness was estimated to be approximately 

95%. They concluded that borided layer thickness 

increases with boriding time for each process 

temperature. Besides, they found that surface hardness 

of layer increased approximately 6 times compared to 

non-borided material. 

Arguellas - Ojeda et al. [11] investigated the hardness 

of ASTM F-75 alloy, which borided by paste method. 

They performed process optimization through 

Response Surface Methodology (RSM) and 

determined the model effects of process factors. They 

developed response surface equation to analyze the 

effect of values on borided layer hardness. Developed 

model showed that processing temperature has 

significant whereas processing time has no significant 

effect on the boride surface hardness. Under these 

conditions, they determined that maximum hardness 

value can be obtained by RSM. 

 

 

http://www.ams.org/msc/msc2010.html
http://orcid.org/0000-0002-0499-9363
http://orcid.org/0000-0002-8612-0729
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Chen et al. [12] reported that they optimized boride 

layer depths of the boronized Cr12MoV material by 

Response Surface Methodology. As a result of 

obtained values, they determined that the depth of the 

boride layer increased with the increasing temperature 

in the process and applied heat treatment processes 

such as quenching and tempering to investigate their 

impact on wear resistance. 

Kayalı et al. [13] applied boriding process in three 

different temperature and time parameters using box 

boriding method to AISI 52100 material. Afterward, 

they analyzed the wear behaviors of the boronized 

AISI 52100 material by the Taguchi Method and 

determined the optimum parameters. According to 

Taguchi Analysis, the most effective parameter was 

boriding temperature and wear resistance of AISI 

52100 increased as the boriding temperature and time 

increases. Besides, they found wear load and sliding 

rate effect on surface wear resistance as the second 

and third effective parameter. 

In order to obtain boride layer thickness, the process 

parameters must be selected appropriately. In this 

study; the layer thicknesses of the boronized AISI 430 

material were optimized through the Face Centered 

Central Composite Design (FCCD) using the 

Response Surface Method. Due to the fact that it is 

difficult to apply the AISI 430 containing high alloy 

elements, the thickness of boride layer has been 

maximized by using RSM. In the RSM model, 

temperature and time were determined as input, and 

layer thicknesses were determined as output. The 

parameters affecting the model and the results are 

given comparatively. In light of this study, appropriate 

technique can be determined and used in industrial 

applications in comparison with other optimization 

techniques for boriding heat treatment. Besides, the 

effect of heat treatment such as boriding, chromizing 

and nitriding on the mechanical properties of material 

can be optimized by using RSM. Due to the high cost 

of heat treatment applications, the importance of 

process optimization is high. The high temperature 

and process materials required for the boriding process 

make the optimization work inevitable 

 

Figure 1. Heat treatment furnace where boriding process is 

performed. 

 

2. Experimental work 

2.1. Boriding process conditions 

The AISI 430 test specimens to be used in the work 

were cut to a diameter of 20 x 20 mm and made ready 

for boriding. The method chosen for the boriding 

process is the box boriding method. After filling the 

supplied B4C + SiC + KBF4 powders into the stainless 

steel box, the metallographically prepared samples 

were embedded in the (B4C + SiC + KBF4) powders.  

The boriding process was carried out in the electric 

controlled furnace by increasing gradually to the 

temperatures determined in 2-4-6 hours at 850-925-

1000ºC temperatures. 

Subsequently, the samples removed from the furnace 

were left to cool down in the air. Finally, AISI 430 

samples were ground to the 1200 grid level by SiC 

paper and polished, then made ready for optical 

microstructural examination using  (100ml ethanol + 

5ml HCl + 1g picric acid) etching. Layer thicknesses 

of boronized AISI 430 materials were measured with a 

Leica Optical Microscope by the aid of a microscope-

assembled tool. 

 

Figure 2. Central composite design for Face Centered Central Composite Model (FCCD).
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Table 1. Coded and uncoded level of factors. 

Factors Coded and Uncoded Levels 

 -1 (Low) 0 (Medium) +1 (High) 

Temperature ( ºC ) 850 ºC 925ºC 1000ºC 

Time ( Hour ) 2h 4h 6h 

2.2. Statistical design of borided AISI 430 by 

response surface methodology 

In this study, the layer thicknesses of boronized AISI 

430 were statistically examined by using FCCD. The 

FCCD consists of axial points located on the cube 

five-sided surface. Central Composite Design (CCD) 

is used to develop experimental design in RSM [14-

17]. The interaction between the inputs and the 

experimental variables were examined and the 

statistical results were presented comparatively. 

Compared to other optimization techniques such as 

Taguchi Method, the RSM gives optimum results with 

decimal system of factor levels, while in Taguchi 

analysis, the best combination can be obtained for 

given factors [18]. 

In the work, three levels were chosen for the factors 

used as input when creating the experimental design. 

These values were coded as -1, 0, +1. The factors used 

in the experimental design and the coded levels are 

shown in Table 1. The MINITAB 16 package program 

was used to determine the results of the mathematical 

models of the experimental design. Graphs of the 

results obtained from the program were also obtained 

through the MINITAB 16 package software. 

3. Results and discussion 

Layer thicknesses of boronized AISI 430 stainless 

steel were modeled mathematically using the FCCD 

method at three different temperatures and at three 

different time durations. 

Equation 1 describes the mathematical model on the 

results (Y) of the relevant factors used in the design of 

the experiment. 

𝑌 =  𝛽0 + ∑ 𝛽𝑖𝑋𝑖 + ∑ 𝛽𝑖𝑖𝑋𝑖
2 + ∑ 𝛽𝑖𝑗𝑋𝑖𝑋𝑗 + 𝑒

𝑛

𝑖=1

𝑛

𝑖=1

𝑛

𝑖=1

 (1) 

According to Eq. (1); Y value is defined as the 

response value, and xi and xj are the coded values of 

the factors. 

𝛽0, 𝛽𝑖, 𝛽𝑖𝑖 , 𝛽𝑖𝑗, represent the regression coefficient, i 

and j are the linear and quadratic coefficients, 

respectively. e is the residual experimental error. 

ANOVA (Analysis of Variance) was performed to 

show the significance and interaction of the factors 

used in the mathematical model. 

The statistical analysis results are shown in Table 2 

and Table 3. 

 

Table 2. Face centered composite design of two factors for coded, uncoded and response ( boride layer thickness ). 

 Coded Values Uncoded Values Boride Thickness 

No.  T t 
Temperature 

( ºC ) 

Time 

( Hour ) 

Y 

( µm ) 

1  -1 -1 850 2 10 

2  1 -1 1000 2 21 

3  -1 +1 850 6 17 

4  +1 +1 1000 6 38 

5  -1 0 850 4 12 

6  +1 0 1000 4 32 

7  0 -1 925 2 19 

8  0 +1 925 6 33 

9  0 0 925 4 25 

10  0 0 925 4 26 

11  0 0 925 4 26 

12  0 0 925 4 25 

13  0 0 925 4 27 

 

Y, Response (Boride Layer Thickness) = 25.2069 + 8.6667T + 6.3333t - 4.1379T2 - 0.1379t2 + 2.500Tt            (2) 
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Table 3. Analysis of variance for boride layer thickness. 

Source Sum of Squares 
Degrees of 

Freedom 
Mean Square F p - value 

Regression 773.118 5 154.624 110.39 0.000 

Linear 691.333 2 345.667 246.79 0.000 

T 450.667 1 450.667 321.75 0.000 

t 240.667 1 240.667 171.82 0.000 

Square 56.785 2 56.785 20.27 0.001 

T x T 56.733 1 47.291 33.76 0.001 

t x t 0.053 1 0.053 0.04 0.852 

Interaction 25.000 1 25.000 17.85 0.004 

T x t 25.000 1 25.000 17.85 0.004 

Residual Error 9.805 7 1.401   

Lack of Fit 7.005 3 2.335 3.34 0.137 

Total 782.923 12    

R-Sq = 98.75%, R-Sq (pred.) = 90.51%, R-Sq (adj.)= 97.85 

 

As a result of statistical analyzes; R2 (coefficient of 

determinant) and R2-adj (adjusted R2 value) were 

found to be 98.75 and 97.85, respectively. R2 

(coefficient of determination) indicates that 98.75% of 

the model is affected from mathematical model 

whereas, R2-adj (adjusted R2 value) is the value that is 

calculated after subtracting insignificant values from 

the mathematical model. If the p value obtained from 

the ANOVA is less than 0.05, the model for that 

parameter is significant.  

When Table 3 is examined, the p values are important 

for the main factors. In other words, all the main 

factors are important for the layer thickness of the 

boronized AISI 430 material. 

In mathematical model, Temperature (T), Time (t), 

[Temperature (T) x Temperature (T)], [Temperature 

(T) x Time (t)] is significant, while [Time (t) x Time 

(t)] is insignificant. 

Equation 2 represents the mathematical model which 

was developed for the boride layer thickness (Y) of 

boronized AISI 430 material. 

In order to reveal the effect of the factors on the 

results, 3D and 2D interaction graphs were created 

using the MINITAB 16 package software. 

Contour plots for the interaction effects of factors 

(time and temperature) as 2D and 3D are given in 

Figure 3.a. and Figure 3.b. Figure 3.a. and Figure 3.b. 

show that the temperature (T) and time (t) factors have 

a positive effect on the boride layer. It is also reported 

in the previous boriding studies that the temperature 

and time parameters are effective on the formation of 

the boride layer and the increase in the layer thickness 

is generally accompanied by increasing temperature 

and time [1,5].  

The correlation graph of the experimental and 

predicted results is shown in Figure 5. In Figure 5, it is 

clearly shown that experimental values and predicted 

values are close to line. This case indicates high 

correlation between the values. 

 

 

 

Figure 3. a) Contour plot for borided layer thickness. b) Response surface plot for borided layer thickness. 
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Figure 4. Optical microstructure image of borided AISI 430 material. 

 

Furthermore, it has been stated in literature [19-21] 

that the boride layer thickness value of the target 

material during the boronizing process may vary 

according to the boron source content and the alloy 

content of the target material as well as the 

temperature and time. 

 

 

Figure 5. The correlation graph of the experimental and 

predicted results. 

 

Optical microstructure images of boronized AISI 430 

are given in Figure 4. According to Figure 4; the 

boride layer of the boronized AISI 430 material was 

found to be a planar structure. As seen in Figure 4, 

there is no porosity or discontinuity in the boride layer 

morphology. The cause of this condition is considered 

to be made of properly the boriding process. When the 

values of layer thicknesses of boronized AISI 430 

were examined, it was determined that the layer 

thickness values increased parabolically as the 

temperature and time increased. 

4. Conclusion 

In this study, it has been showed that the RSM 

Method can be effectively applied to the boriding 

process of AISI 430 material. 

Layer thickness values of boronized AISI 430 material  

 

using box boriding method have been experimentally 

successfully designed using temperature and time 

parameters by FCCD. 

As the result of ANOVA analysis; R2 and R2 (adj) 

values of 98.75 and 97.85 were found. 

Except for the factor (t x t) (p value: 0.852), all the 

main factors in the mathematical model for the layer 

thickness of the boronized AISI 430 are significant. 

According to analysis results; optimum conditions for 

the boride layer thickness of AISI 430 were obtained 

at 1000 ºC and 5.9 hours, respectively. 

According to the results of this input, the optimum 

value of the boride layer thickness is 39.0183 µm. 

Consequently, the generated mathematical model has 

proven to be able to explain the boriding process at a 

high rate. 

Because of the costly surface treatment methods such 

as the boriding process, successful implementation of 

the optimization operation is thought to be a 

significant contribution to cost and time. 
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 Beta-glucan (BG) has positive health effects for the mamalians. However, the BG 

sources have limited content of it. Besides, the production of the BG has stringent 

procedures with low productivity. Economical production of the BG needs the 

improvement of the BG production steps. In this study, it is aimed to improve the 

BG content during the first step of the BG production, microorganism growth step, 

by obtaining the optimal values of additive materials (EDTA, CaCl2 and Sorbitol). 

For this purpose, the experimental data sets with replicated response measures 

(RRM) are obtained at spesific levels of EDTA, CaCl2 and Sorbitol. Fuzzy 

modeling, a flexible modeling approach, is applied on the experimental data set 

because of the small sized data set and diffulty of satisfying probabilistic modeling 

assumptions. The predicted fuzzy function is obtained according to the fuzzy least 

squares approach. In order to get the optimal values of EDTA, CaCl2 and Sorbitol, 

the predicted fuzzy function is maximized based on multi-objective optimization 

(MOO) approach. By using the optimal values of EDTA, CaCl2 and Sorbitol, the 

uncertainty for predicted BG content is evaluated from the economic perspective.  
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1. Introduction 

Beta glucan (BG) is an active ingredient which was 

approved by FDA (Food Drug Administration) in USA 

and EFSA in Europe (European Food Safety 

Administration) due to its positive effects on health. 

The BG has potential application in medicine and 

pharmacy, food, cosmetic and chemical industries, in 

feed production and veterinary medicine [1-4]. 

Production of the BG from different sources such as 

yeast, fungi, bacteria, and cereals is possible by 

extraction, isolation and purification technologies. 

Among these sources yeasts are the most used in 

industrial production because they have plentiful of BG 

about 8-16 %. Yeast cell wall contains the glucans, 

mannoproteins and chitin.  Economically production of 

the BG from the yeast cell wall is depend on both the 

microbial growth and the extraction conditions. Growth 

conditions influence the morphology and composition 

of the cell wall during growth process.  

Major factors, which affect the yeast cell wall 

composition, include yeast strain [5], growth conditions 

[6, 7] and the time of harvesting [8, 9]. Extraction of 

BG from yeast generally consists of two main steps:             

(i) yeast cell lysis (separation of cell wall from 

cytoplasm) and, (ii) BG extraction (extraction from 

insoluble cell wall) [10]. Several studies reported about 

chemical [11-13], physical [14, 15] and enzymatic lysis 

[16] of yeast cells. There are lots of medicinal studies 

about the health effects of the BG however there is still 

necessity of researches to enhance the BG content. 

In many real life problems, e.g. engineering, health, 

business, economics, the researchers aim to obtain 

mathematical models of the problems. For this purpose, 

functional relationship between input (factor, 

independent) variable/variables and response (output, 

dependent) variable/variables is wanted to be defined. 

Generally, statistical regression analysis is considered 

as a basic modeling tool to define the analytical 

relationship between the variables [17, 18]. This 

procedure needs some assumptions to apply, e.g. 

adequate number of observations, certain relationship 

between variables, zero mean and uncorrelated errors, 

and normally distributed errors to make statistical 

inferences. However, there are some cases where the 

statistical modeling assumptions can not be satisfied. 

Modeling of the replicated response measured small 

sized data set can be one of the  examples for this 

situation.  

https://orcid.org/0000-0002-5592-1830
http://www.ams.org/msc/msc2010.html
https://orcid.org/0000-0002-0139-7463
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When the data set has replicated response measures 

(RRM), the qualification of the response has 

uncertainty different than randomness. In this case, the 

uncertainty of the RRM can be defined as fuzzy 

number, firstly introduced by Zadeh [19] since it will 

be hard to define replicated values as a single numerical 

quantity. In this study, Triangular Type-1 Fuzzy 

Numbers (TT1FNs) are used to present the RRM due 

to sake of simplicity. In order to transform RRM to 

TT1FNs, some descriptive statistics of replicates, e.g. 

minimum, median, maximum, are used. Then, it is 

aimed to obtain fuzzy linear model with fuzzy model 

parameters for fuzzy response valued data set. It is 

assumed here that the input variables are crisp. In order 

to estimate the unknown fuzzy linear model 

parameters, fuzzy least squares (FLS) approach is used. 

The FLS is based on minimizing the sum of squared 

fuzzy errors.  

In the literature, there have been several studies about 

modeling of the replicated response measured data sets 

through FLS approach. In the studies of Bashiri and 

Hosseininezhad [20], Bashiri and Hosseininezhad [21], 

Türkşen and Apaydın [22], Türkşen and Güler [23], 

Türkşen [24, 25], the RRM are transformed to TT1FNs 

for each observation unit. Therefore, the natural 

structure of replicated measures are taken into account 

to represent the uncertainty of replicated values.  

The main aim of the study is to propose a flexible way 

of modeling, using FLS approach, for the small sized 

data set with RRM to obtain maximum amount of BG 

content from the yeast cell wall. Thus, the uncertainty 

of BG content should be predicted without using any 

strong modeling assumptions. In order to optimize 

predicted fuzzy response function, weighted 

optimization is applied. By maximizing the predicted 

fuzzy function, optimal values of additive materials are 

defined.  

The paper is organized as follows: In Section 2, detailed 

information about BG production is given. Section 3 

gives a brief information about data set with RRM and 

fuzzy linear regression modeling. And also, 

optimization methodology of predicted fuzzy response 

function is presented in Section 3. In Section 4, a real 

data set about BG content is used for application 

purpose of the fuzzy modeling approach with 

comparison results. Finally, conclusion is given in 

Section 5. 

2. Beta-glucan production 

Beta glucans (BGs) are polysaccharides that are 

composed of glucose units. The BGs exist together with 

the mannoproteins and chitin in the cell wall. In order 

to produce the BG, three steps process be followed; (1) 

microorganism growth, (2) cell wall lysis and, (3) 

extraction of BG from the cell wall components. For 

these three steps process, each step can be 

accomplished by various type of procedures. In the 

microorganism growth step, growth conditions 

(microorganism type, temperature, pH, aeration level, 

growth medium, operation mode etc.) are the most 

important factors.  These growth factors must be 

determined according to selected microorganism strain 

to enhance the BG content. In general, yeast strains of 

Saccharomyces cerevisiae which is known as baker’s 

yeast due to higher BG content. The S. cerevisiae has 

advantageous for producing high quality BG.  

The usage of some additive materials in the growth 

medium results the enhancement of yeast BG content 

[6]. EDTA, Sorbitol and CaCl2 are considered as 

additive materials in the growth medium. Determining 

the optimal values of these additive materials has 

importance to obtain maximum amount of BG content 

from the yeast cell wall. For this purpose, the 

experimental studies should be done at specifically 

defined conditions which are the growth factors (e.g. 

pH, T), the cell wall lysis and the extraction procedures 

of BG. These conditions were explained in detail from 

the previous studies [7].  

3. Fuzzy modeling and optimization 

3.1. Design of experimental data set with fuzzy 

response 

A basic and fundamental step of an experiment is the 

experimental design which enables researchers to find 

the most valuable information about the problem. The 

design of the experimental data can be composed of 

replicated response measured data set as given in Table 

1.  

Table 1. Experimental design with RRM. 

No 
Input levels Response 

1X  
2X  … pX  Y 

1 11x  
12x  … 1 px  

11y  
12y  … 1ry  

2 21x  
22x  … 2 px  

21y  
22y  … 2ry  

. 

. 

. 

. 

. 

. 

. 

. 

. 

 

… 

. 

. 

. 

. 

. 

. 

. 

. 

. 

 

… 

. 

. 

. 

n 1nx  
2nx  … npx  

1ny  
2ny  … nry  

 

Table 2. Experimental design with fuzzy response. 

No 
Input levels Response 

1X  
2X  … pX  

Y  

1 11x  
12x  … 1 px  

1y  

2 21x  
22x  … 2 px  

2y  

. 

. 

. 

. 

. 

. 

. 

. 

. 

 

… 

. 

. 

. 

. 

. 

. 

n 1nx  
2nx  … npx  

ny  

 

In Table 1, n denotes the number of experimental units 

and r is the number of replications for the response. The 

replicated values of the response are obtained for each 

setting of a group of p input variables. It is clear here 

that the RRM have uncertainty different than 

randomness for each unit. The uncertainty of the nature 

of the RRM should be taken into account to model the 

replicated response measured data set properly. For this 
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purpose, the RRM are transformed to TT1FNs instead 

of using a single numerical quantity for RRM. The 

design of the experimental data with fuzzy observed 

reponse is presented in Table 2. 

3.2. Triangular type-1 fuzzy numbers 

A type-1 fuzzy set A is a set function on universe AD  

into [0,1], e.g.   : 0,1 →A X . The membership function 

(MF) of  A is denoted  and is called a type-1 MF, e.g. 

( )( ) , := AA x x x X  in which ( )0 1 A x . When 

the uncertainty is modeled using a type-1 fuzzy set it is 

called a type-1 fuzzy number (TT1FNs). Let A be a 

fuzzy set in R. A is called a type-1 fuzzy number if: (i) 

A is normal, (ii) A is convex, and (iii) A has a bounded 

support [26]. 

A TT1FN is a fuzzy number represented with three 

points ( )1 2 3, , a a a A . A presentation of a TT1FN can be 

seen in Figure 1. 

 

 
Figure 1. A presentation of TT1FN ( )1 2 3, ,=x a a a  

 

The MF formula for TT1FN is given below 

( )
( ) ( )
( ) ( )

 − −  


= − −  
  

1 2 1 1 2

3 3 2 2 3

3 1

/ ,

/ ,

0 ,
A

x a a a a x a

x a x a a a x a

x a or x a

          (1) 

where the A can be denoted as ( )= 1 2 3, ,A a a a . Suppose 

that ( )= 1 2 3, ,A a a a  and ( )= 1 2 3, ,B b b b  be two TT1FNs. 

Some elementary arithmetic operations for TT1FNs 

can be given basically as follows: 

• ( )+ = + + +1 1 2 2 3 3, ,A B a b a b a b  

• ( )− = − − −1 3 2 2 3 1, ,A B a b a b a b   

• ( ) = 1 1 2 2 3 3, ,A B a b a b a b  

• Let   be a scalar. 

( )
( )

   


   

 
= 

− − − 

1 2 3

3 2 1

, , , 0

, , , 0

a a a
A

a a a
 

Detailed information about TT1FNs can be seen in the 

study of [27].  

3.3. Transforming the RRM to TT1FNs 

The observed replicated response measures can be 

represented in matrix form as below 

 
 
 
 

=  
 
 
 
 

11 12 1

21 22 2

1 2

...

...

. . .

. . ... .

. . .

...

r

r

n n nr

y y y

y y y

y y y

Y                                                      (2) 

and the fuzzy presentation of the response for each unit 

can be given as  

( )

( )

( )

 
   
   
   
   = =   
   
   
    

  

1 1 1
1

2 2 22

, ,

, ,

. .

. .

. .

, ,

l c u

l c u

l c un
n n n

y y yy

y y yy

y y y y

Y                                                      (3) 

where ( )= =, , , 1,2,...,l c u
i i i iy y y y i n  are obtained by 

using the following fuzzification rule: 

( )

( )

( )

=

= = =

=

1

, 1,2,..., , 1,2,...,

l
i i

c
i ij

l
i i r

y y

y med y i n j r

y y

                     (4) 

in which ( )1i
y  and ( )i r

y  are the smallest and the largest 

order statistics, respectively, and the ( )ijmed y  is the 

median of the RRM for each unit.  

3.4. Fuzzy linear regression model 

The general form of the fuzzy linear regression model 

can be given as  

= +Y Xβ ε                                                                  (5) 

in which observed fuzzy response values ( Y ), fuzzy 

model coefficients ( β ), and fuzzy errors ( ε ) are 

assumed as TT1FNs whereas the input variables are 

considered as crisp values. In this study, it is assumed 

that the predicted fuzzy response function has second 

order polinomial form given as 

2
0

1 1 1

ˆ ˆ ˆ ˆ

= =  =

= + + +  
p p p p

j j jw j w jj j

j j j w j

Y β β X β X X β X .             (6) 

It is clear from the Eq. (6) that the predicted fuzzy 

response model is linear according to the fuzzy model 

parameters, β . 

3.5. Fuzzy least squares approach 

The estimates of triangular fuzzy model coefficient 

vector, ˆ
β , is calculated by minimizing the following 

sum of squared error function, called fuzzy least 

squares (FLS), with respect to Diamond’s distance 

metric 

( ) ( ) ( )  = =  
 

2 ˆ
min min min ,d
β β β

β ε ε Y Y                     (7) 

where  
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( ) ( ) ( ) ( ) = − + − + − 
 

2 2 2
2 1ˆ ˆ ˆ ˆ,

3
l l c c u ud Y Y Y Y Y Y Y Y .       (8) 

The root mean of sum of squared error (RMSE) is 

preferred to use as a criteria to evaluate the prediction 

performances of the fuzzy predicted regression model. 

In order to minimize the objective function given in Eq. 

(7), derivative-based optimization approach is applied 

as follows: 

( )

( ) ( )

 =

= − −

     = − − + .

β ε ε

Y Xβ Y Xβ

Y Y Y Xβ β X Y β X Xβ

 

By using derivative calculation 

0

=

β
 

the fuzzy model coefficients are obtained as  

( )
1ˆ −

 =β XX XY . 

where X is design matrix composed with crisp input 

values and ( )
1ˆ −

 =β XX XY is fuzzy observed response vector. 

3.6. Optimization of the predicted fuzzy response 

function 

The main goal of the study is to obtain the optimal 

additive material values which maximize the BG 

content of the yeast. For this purpose, it is aimed to 

maximize the predicted fuzzy response function. The 

optimization can be achieved by solving the following 

problem: 

max
𝑥 ∈𝑅

Ŷ̃ =  max 
𝑥 ∈𝑅

(Ŷ𝑙 , Ŷ𝑐 , Ŷ𝑢). (9) 

In order to optimize the problem given in Eq. (9), it is 

possible to consider the problem as multi-objective 

optimization (MOO) problem since each element of the 

triplet should be maximized simultaneously. The MOO 

problem can be presented as 

max
𝑥 ∈𝑅

Ŷ𝑙

max
𝑥 ∈𝑅

Ŷ𝑐

max
𝑥 ∈𝑅

Ŷ𝑢

. (10) 

It is clear that the MOO problem, given in Eq. (10), is 

hard to solve. To make the calculations easier, the 

objective functions are aggregated in a single objective 

function with weighted approach as below 

max 
𝑥 ∈𝑅

1

3
(Ŷ𝑙 + Ŷ𝑐 + Ŷ𝑢). (11) 

It should be noted here that the weighted values are 

chosen equal since each member of fuzzy predicted 

response triplet, denoted as ( )= l c u
Y Y Y Y
ˆ ˆ ˆ ˆ, , , has equal 

importance. The solution of the weighted objective 

function, given in Eq. (11), will give optimal values of 

additive materials for maximization of the BG content. 

4. Application 

In this section, a real RRM data set is used to illustrate 

the flexible modeling procedure to obtain optimal 

additive material values for maximizing the BG content 

which is considered as response variable. Here, EDTA 

(X1), CaCl2 (X2) and Sorbitol (X3) are considered as 

crisp input variables. The individual experiments are 

done for X1, X2 and X3 by using optimal values of 

temperature (T) and pH which are dealed with growth 

factors. The optimal values of T and pH are considered 

as 34.7 oC and 4.8, respectively, from the previous 

studies. The levels of X1, X2 and X3 are defined 

according to literature knowledge. And also, the second 

and third steps of the BG production process are done 

by following of the study [7].  

The experimental results are presented as in Tables 3-

5. It can be seen from the Tables 3-5 that the BG content 

is obtained with three replicates for each additive 

material value. 

Table 3. Data set for EDTA and BG. 

No 
EDTA 

( μg / ml ) 

Beta-glucan ( μg / ml ) 

Rep-1 Rep-2 Rep-3 

1 0 17.4 17.8 17.7 

2 10.1367 23.3 24.4 24.8 

3 25 27.3 26.8 27.5 

4 39.8633 16.7 16.3 16.8 

5 50 15.5 15.2 15.8 

 

Table 4. Data set for CaCl2 and BG. 

No 
CaCl2  

( mmol / L ) 

Beta-glucan ( μg / ml ) 

Rep-1 Rep-2 Rep-3 

1 0.15 20.3 20.2 20.2 

2 0.3223 16.2 16.3 16.3 

3 0.575 17.1 17.1 17.1 

4 0.8277 17.4 17.2 17.4 

5 1.00 16.1 16.2 16.3 

 

Table 5. Data set for Sorbitol and BG. 

No 
Sorbitol 

( mmol / L ) 

Beta-glucan ( μg / ml ) 

Rep-1 Rep-2 Rep-3 

1 0 14.3 14.8 15.2 

2 4.0547 20.1 21.1 20.8 

3 10 23.2 23.7 23.7 

4 15.9453 17.9 17.8 17.4 

5 20 17.4 17.3 17.2 

In this study, fuzzy linear modeling approach is 

preferred to use to obtain functional relationship 

between BG and individual additive material since each 

data set has small sized and composed of RRM. In order 

to transform the replicated BG measures to TT1FNs, 

the fuzzification rule given in Eq. (4) is used. The data 

sets with fuzzy response values are given in Tables 6-8 

for additive materials.  

The predicted fuzzy regression models are obtained as 

following: 
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Table 6. Fuzzy data set for EDTA and BG. 

No 
EDTA 

( μg / ml ) 

Beta-glucan  

( μg / ml ) 

1 0 (17.4, 17.7, 17.8) 

2 10.1367 (23.3, 24.4, 24.8) 

3 25 (26.8, 27.3, 27.5) 

4 39.8633 (16.3, 16.7, 16.8) 

5 50 (15.2, 15.5, 15.8) 

 

Table 7. Fuzzy data set for CaCl2 and BG. 

No 
CaCl2  

( mmol / L ) 

Beta-glucan  

( μg / ml ) 

1 0.15 (20.2, 20.2, 20.3) 

2 0.3223 (16.2, 16.3, 16.3) 

3 0.575 (17.1, 17.1, 17.1) 

4 0.8277 (17.2, 17.4, 17.4) 

5 1 (16.1, 16.2, 16.3) 

 

Table 8. Fuzzy data set for Sorbitol and BG. 

No 
Sorbitol 

( mmol / L ) 

Beta-glucan  

( μg / ml ) 

1 0 (14.3, 14.8, 15.2) 

2 4.0547 (20.1, 20.8, 21.1) 

3 10 (23.2, 23.7, 23.7) 

4 15.9453 (17.4, 17.8, 17.9) 

5 20 (17.2, 17.3, 17.4) 

 

( )
( )
( )

1
2
1

= 17.911 , 18.5689 , 18.9163

+ 0.5761 , 0.6421 , 0.6881 X

+ -0.0158 , - 0.0148 , - 0.0133 X

ˆ
EDTAY

         (12) 

( )
( )
( )

2CaCl

2
2
2

= 20.8605 , 20.9247 , 21.1967

+ -13.1142 ,-11.8605 ,-11.5751 X

+ 7.4608 , 7.7845 ,  8.8298 X

ˆ
Y

         (13)

( )
( )
( )

Sorbitol

3
2
3

Y = 14.8212 , 15.4796 ,  16.0275

+ 1.2092 , 1.3939 , 1.4936 X

+ -0.0728 ,- 0.0684 ,- 0.0594 X

ˆ

.

         (14) 

 

In Tables 9-11, the predicted fuzzy response values of 

the BG content are presented for EDTA, CaCl2 and 

Sorbitol, respectively. The deviations between 

observed and predicted response values are calculated, 

denoted with e, as follows: 

( )= − + − + −
1 ˆ ˆ ˆ4 *
6

l l c c u ue Y Y Y Y Y Y                           (15) 

 

Table 9. Predicted BG content and deviations for EDTA  

EDTA 

( μg / ml ) 

Observed BG 

( μg / ml ) 

Predicted BG  

( μg / ml ) 

Deviation 

(e) 

0 (17.4, 17.7, 17.8) (17.9, 18.6, 18.9) 0.8667 

10.1367 (23.3, 24.4, 24.8) (22.1, 23.6, 24.5) 0.7833 

25 (26.8, 27.3, 27.5) (22.4, 25.4, 27.8) 2.05 

39.8633 (16.3, 16.7, 16.8) (15.8, 20.6, 25.2) 4.0833 

50 (15.2, 15.5, 15.8) (7.2, 13.7, 20) 3.2333 

 

It can be said from the Table 10 that the deviations for 

CaCl2 are considerably small. Besides, it is seen from 

Table 9 and Table 11 that the deviations are getting 

larger for the larger values of EDTA and Sorbitol, 

respectively. 

Table 10. Predicted BG content and deviations for CaCl2  

CaCl2  

(mmol/L) 

Observed BG 

( μg / ml ) 

Predicted BG  

( μg / ml ) 

Deviation 

(e) 

0.15 (20.2, 20.2, 20.3) (19.1, 19.3, 19.7) 0.8833 

0.3223 (16.2, 16.3, 16.3) (17.4, 17.9, 18.4) 1.6167 

0.575 (17.1, 17.1, 17.1) (15.8, 16.7, 17.5) 0.55 

0.8277 (17.2, 17.4, 17.4) (15.1, 16.4, 17.7) 1.0667 

1.00 (16.1, 16.2, 16.3) (15.2, 16.8, 18.4) 0.9 

 

Table 11. Predicted BG content and deviations for Sorbitol 

Sorbitol 

(mmol/L) 

Observed BG 

( μg / ml ) 

Predicted BG  

( μg / ml ) 

Deviation 

(e) 

0 (14.3, 14.8, 15.2) (14.8, 15.5, 16) 0.6833 

4.0547 (20.1, 20.8, 21.1) (18.5, 20, 21.1) 0.8 

10 (23.2, 23.7, 23.7) (19.6, 22.6, 25) 1.55 

15.9453 (17.4, 17.8, 17.9) (15.6, 20.3, 24.7) 3.1 

20 (17.2, 17.3, 17.4) (9.9, 16.9, 22.1) 2.2667 

 

After flexible modeling, the optimal value of each 

additive material is to be obtained. For this purpose, 

each predicted fuzzy response functions given in Eq. 

(12)-(14) are maximized by the way of given in 

subsection 3.6. The calculations are performed by using 

Matlab programme. 

The optimal values of additive materials are  
*
1X = 21.71 g / mL , X2

* = 0.7591 mmol / L, and 

*X =10.2111 / L3 mmol . The predicted fuzzy BG values 

for these optimal values are calculated as  

( ) ( )21.71 = 22.9712, 25.5333, 27.5863 μg / ml
ˆ
EDTAY  

( ) ( )0.7591 = 15.2047,16.4071,17.4981 μg / ml
2

ˆ
CaClY  

( ) ( )10.2111 = 19.5779, 22.581, 25.0854 μg / ml.
ˆ
SorbitolY  

If the minimum values of these additive materials are 

used then the predicted fuzzy BG values are obtained 

as 

( ) ( )0 = 17.911,18.5689,18.9163 μg / ml
ˆ
EDTAY  

( ) ( )0.15 = 19.0612,19.3208,19.6591 μg / ml
2

ˆ
CaClY  

( ) ( )0 = 14.8212, 15.4796, 16.0275 μg / ml
ˆ
SorbitolY . 

The fuzzy intervals of the BG content can be 

determined as    [22.9712, 27.5863], [15.2047, 17.4981] 

and [19.5779, 25.0854] for optimal values of the 

EDTA, CaCl2 and Sorbitol, respectively.According to 

the obtained results, if the researcher does not use any 

EDTA for the yeast growth, it is possible to get BG 

content approximately between [18-19] g/ml. It is 

clear from the results that CaCl2 may not be considered 

as an additive material whereas optimal value of 

Sorbitol can be used as an additive material for 

maximizing BG content. Besides, it seems from the 

results that the EDTA and the Sorbitol are 
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interchangeable. However, economically, it will be 

proper to prefer to use the EDTA for the yeast growth 

since the BG has high added value. 

5. Conclusion 

In this study, with the aim of enhancing the BG content 

of S. cerevisiae, concentration of each additive material 

(EDTA, CaCl2 and Sorbitol) in the growth medium was 

optimized. This investigation is important due to the 

BG has incremental value in so many industries. It is 

clear that the BG content of the yeast cell wall increased 

when the yeast was cultured in the growth medium 

containing the EDTA and Sorbitol. Conversely usage 

of CaCl2 more than the minimum concentration in the 

growth medium resulted with decrease the BG content 

of the yeast. Results show that the optimal 

concentration of EDTA (21.71 mg/mL) and Sorbitol 

(10.211 mmol/mL), cause to an increament in the BG 

content about 28-46 % and 32-56 %, respectively. In 

point of the economical aspects usage of optimal 

amount of EDTA has  more profitable. It was proposed 

a flexible modeling way using the FLS approach for the 

production process of BG, which inherently have 

uncertainties. By considering this problem as MOO 

one, predicted fuzzy response functions were 

maximized simultaneously to determine the optimal 

values of additive materials. Thus, modeling and 

optimization procedures for a real engineering problem 

which have small sized and contain RRM data, were 

presented and applied successfully. 
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1. Introduction 

For engineering and science, fractional calculus has 

become the important theory including both 

conservative and nonconservative phenomena [1] and 

to model realistic processes such as diffusion wave, 

electromagnetic waves, heat conduction, electro-

electrolyte polarization [2, 3].  

In this paper, the Bagley-Torvik equation, the specific 

type of fractional hyperbolic partial differential 

equation, is considered 

2
( , )

t xx t
u u u f x t


− + =                                       (1) 

where ( , )f x t  is continuous for 0, 1t x   and 

1m m−    is the order fractional derivative.  

Generally, the 1/2-order derivative and 3/2-order 

derivative is common to determine the frequency-

dependent damping materials [4,5]. Therefore, Eq. (1) 

with 1/2-order derivative or 3/2-order derivative is 

used to model the motion of real physical systems. 

The most known examples for each derivative are an 

immersed plate in a Newtonian fluid and a gas in a 

fluid, respectively [6, 7]. When   is between 0 and 2, 

it describes damping force. We will consider Eq. (1) 

for 1/ 2 = . 

The papers on the modelling physical phenomena via 

fractional Bagley-Torvik equation, the numeric [8-12] 

or analytical solutions [6, 13, 14] of Eq. (1) are seen in 

the literature commonly. A fractional mathematical 

model for a micro-electro-mechanical system 

(MEMS) device has been developed to measure the 

viscosity of fluids during oil well exploration by Fitt 

et al. [15]. There are many numerical methods based 

on Bernoulli polynomials [11],   generalized form of 

the Bessel functions of the first kind [9], wavelet [10], 

the generalized Taylor series [8], spline methods [17, 

18],  finite difference scheme [12, 16] etc. to solve the 

fractional Bagley–Torvik equation. In addition, the 

approximations and analytical methods are proposed 

to solve the fractional Bagley-Torvik equation such as 

quadratic polynomial spline function [18], 

homogenous balanced principle [13],  Adomian 

decomposition method [20, 21], first integral method 

[22], homotopy analysis method [19, 23], Lie group 

theory method [24, 25], invariant subspace method 

[14, 26, 27, 36], Fractional variational method [28- 30, 

56], 'G G -expansion method [31], sub-equation 

method [32-35], transformed rational function method 

[37], multiple exp-function method [38]. 

Besides different approaches to solve fractional partial 

differential equation, the other most important tool is 

defination of the fractional derivative. So there are 

many approaches/definitions for fractional derivative 

such as Riemann–Liouville definition, Grünwald–

Letnikov definition, Caputo definition, Riez–Feller 

definition, Miller-Ross sequential definition, Weyl 

definition, Jumarie’s modified Riemann–Liouville 

definition [3, 39, 40]. Among them, the most knowns 

are Riemann–Liouville definition  and Caputo 

http://orcid.org/0000-0002-9344-7308
http://www.ams.org/msc/msc2010.html
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definition whereas in the recent times, the most 

popular ones are conformable derivative [41, 42]. The 

most known definitions of fractional derivatives, 

Riemann–Liouville definition and Caputo definition,  

depend on Gamma function. Therefore, Gamma 

function can be defined as a definite integral and also 

it is seen as   in the definitions whose behavior is 

asymptotic. Because of this reason, we consider the 

conformable derivative. 

In the work, the fractional Bagley-Torvik equation 

with the one of the popular derivative definitions, 

conformable derivative is considered. The analytical 

solutions will be obtained via Sine-Gordon expansion 

method and Bernoulli approximation method. The 

obtained solutions will be compared with the exact 

solutions. 

2. Definitions and methodologies 

2.1. Basic definitions 

As we mentioned in the introduction, various 

definitions for fractional derivative are seen  and the 

most known and used ones  are the Riemann–

Liouville and the Caputo fractional derivative, there is 

a relation between the two. Generally, Caputo 

fractional derivative is preferred so it is not depended 

on initial conditions to give the physical meaning, but 

generally it can be said that it has advantages for 

fractional differential equations with initial conditions. 

These definitions are useful for modelling but they 

have lack of main properties for the computation as 

the product rule, quotient rule and the chain rules and 

etc. Because their definitions include the Gamma 

function which is a special function and has an 

asymptotic behavior. The transition between fractional 

derivative and Newton derivative is not exact. To 

overcome these problems, Abdeljawad [43] proposed 

the conformable derivative and its most properties 

correspond to classical derivative and with this 

definition the equations can be solved more easily. 

 

Definition 1. : [0, )f R →  is a function, the 

conformable derivative of order   is given by 

( )1

0

( )
( )( ) lim , 0, (0,1).

f t t f t
T f t t











−

→

+ −
=     

  

Therefore, if f   is   - differentiable in some  

(0, ), 0a a   and  
0

lim ( )
t

f t

+→
exists, then define 

0
(0) lim ( )

t
f f t 

+→
= . 

 

Properties. All properties of the classical derivatives 

are same as the conformable derivative such as 

linearity, sum, product, division, etc. In addition to 

these properties, assume that (0,1)     and  f   is 

differentiable 0t   , the following property of the 

conformable derivative is given: 

 ( ) 1( )
df

T f t t
dt





−= , if  f is differentiable. 

2.2. Methodologies 

There are various analytical methods to obtain the 

analytical/exact solutions of partial differential 

equations and also these methods can be applied to 

fractional partial differential equations with some 

modifications. The popular methods in the last decade 

are to obtain the exact solutions of NPDEs such as 

tanh-method [44, 45], 'G G  -expansion method [46, 

47], simplest equation method [48], auxiliary equation 

method [49, 50], sub-equation method [51],  and so 

on. With the same view, the methods can also be 

applied to the fractional partial differential equations 

with the modification of the transformation [42, 52, 

53, 57]. 

For the general case, the conformable fractional partial 

differential equation is considered  

2 2

2 2
, , , , , ... 0

u u u u
F u

xt t x

 

 

   
=

  

 
 
 

.                        (2) 

To reduce Eq. (2) into nonlinear ODE, instead of  

x t  = +  the classical wave transformation, the 

new transformation  
t

x



 


= +   is used by many 

authors in the literature. 

 

Proposition 1. Using the wave transformation 

x t  = +  and properties of the conformable 

derivative especially ( ) 1
( )

du
T u t t

dt





−
= , if u  is 

differentiable are used to reduce into nonlinear ODE 

respect to   

( , , , , ...) 0F u u u u   = .                                           (3) 

 (3) 

Remark 1. As a result, the obtained nonlinear ODE  is 

generally variable coefficient nonlinear differential 

equation. 

In the view of auxiliary equation method, the solution 

of Eq. (3) is considered as the finite sum of the 

solution of the proposed auxiliary equation 

1

( ) ( )
N

i

i

i

u a z 
=

=                                                   (4) (4) 

where ( )z   is the solution of the proposed auxiliary 

equation, 
i

a   are the parameters will be determined 

via obtained algebraic system, N   is determined by 

the balancing principle [54].  The procedure is the 

same, substituting the proposed auxiliary equation and 

solution (Eq. 4) into the reduced equation (Eq. 3), then 

classify the obtained equation respect to the powers of 

( )z   Each coefficient of the power of ( )z   is equal 
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to zero, so the algebraic system is obtained and the 

solutions of system are parameters in Eq. (4). 

Substituting results and transformation in Eq. (4), the 

analytical solution of Eq. (2) is obtained. 

In this work, two types of auxiliary equations which 

are different from the literature are considered. The 

first one is the case of the Sine-Gordon equation and 

the second one is the variable coefficient Bernoulli 

type differential equation [50, 55]. 

3. Results and discussion 

The Bagley-Torvik equation with the conformable 

derivative of order  1/ 2 =   is considered 

2 1/2
( , )

t xx t
u u u f x t− + =                              (5) 

where ( ) ( )
3/ 2

28
( , ) 2 sin

3

t
f x t t x 


= − +
 
 
 

. Its 

exact solution 
2

( , ) sin( )u x t t x=  is given via 

separation of variables by [12, 16]. 

Now we try to obtain analytical solutions by suggested 

methods with the proposed transformation 

x t  = +  for 1/ 2 = . With the proposed 

transformation, Eq. (5) is reduced into 

( ) ( ) ( )
3 / 2

2 22 1 8
2 sin

3

t
u u t u t x


   



−  − + = − +
 
 
 

. 

Case 1.  The Sine-Gordon equation 
2

sin( )
xx tt

u u m u− =    is considered and its solution is 

obtained via the wave transformation as 
sin( ) sec ( ), cos( ) tanh( )w h w = = .Therefore, the 

ansatz is 

( )1

0

1

( ) tanh ( ) sec ( ) tanh( ) ,

N

i

i i

i

u a b h a x t      
−

=

= + + = +

 

When the given procedure is applied, as a solution of 

algebraic system, the parameters are obtained; 

( )
2 2

2

1 2 2 1 1 2 02 2

I
, , 2 tanh( ), sin

2 2
b a b a b b a t x

 
 

 
= = = − = − − =

 

As a result, substituting the parameters and the 

solution of Sine-Gordon equation into Eq. (4), the 

analytical solution is given by Figure 1 for the special 

parameters  

 

( )( )
( )

1/ 2

1/ 2

144 42 3
, 9 13

10 105760 1680

I I
I

I t
 

− +  
= = − + − − 

 − +

. 

 
i) The solution of Eq. (5) via Sine-Gordon 

Expansion Method 

 
ii)  the comparison between analytical solution 

(surface) with the exact solution(surfacewireframe)  

Figure 1. The solutions obtained via Sine-Gordon 

Expansion Method 

 

In the following figures are obtained for  (0,1)    

and 0.6x = , the comparison of    values , 

comparison of approximate  and   exact solutions (see 

Figure 2). 

Case 2. For the second we will consider the variable 

coefficient Bernoulli equation instead of the classical 

auxiliary equation 
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The solutions of Eq. (6) depends upon the coefficient 
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Figure 2. First one is the comparison of    values for the 

obtained solution; the second one is the comparison of exact 

solution with the analytical solution obtained via SGEM 

 
As a result, the solution of Eq. (6) with the obtained 

functions is 
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Hence the solution of  Eq. (5) is given by Figure 3 for 

the parameter values 5 4

1 2 11.1, 10 , 0.8, 10c c g− −= − = = = . 

In the following figures are obtained for  (0,1)     

and 0.6x = , the comparison of   values, 

comparison of approximate  and   exact solutions. 

 
i) The solution via Bernoulli approximation method  

 
ii) the comparison between analytical solution (surface) 

with the exact solution(surfacewireframe) 

Figure 3. The solutions obtained via Bernoulli 

approximation Method 

 

4. Conclusion 

In this work the Bagley-Torvik equation with the 

conformable derivative is considered and the solutions 

are obtained expected behavior via the Sine-Gordon 

expansion method and Bernoulli approximation 

method. Also the exact solution comparisons and the 

obtained analytical solutions are given by Figure 1 and 

Figure 3.  These solutions are not have any sense in 

physics but in the future they will be useful for 

developing technology. 
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Figure 4. First one is the comparison of    values for the 

obtained solution; the second one is the comparison of exact 

solution with the analytical solution obtained via Bernoulli 

approximation method. 
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 In this study, a tool path optimization problem in Computer Numerical Control 

(CNC) milling machines is considered to increase the operational efficiency rates 

of a company. In this context, tool path optimization problem of the company is 

formulated based on the precedence constrained travelling salesman problem 

(PCTSP), where the general form of the TSP model is extended by taking the 

precedence of the tool operations into account. The objective of the model is to 

minimize total idle and unnecessary times of the tools for internal operations. To 

solve the considered problem, a recent optimization algorithm, called Satin 

Bowerbird Optimizer (SBO), is used. Since the SBO is first introduced for the 

global optimization problems, the original version of the SBO is modified for the 

PCTSP with discretization and local search procedures. In computational studies, 

first, the performance of the proposed algorithm is tested on a well-known PCTSP 

benchmark problems by comparing the proposed algorithm against two recently 

proposed meta-heuristic approaches. Results of the comparisons show that the 

proposed algorithm outperforms the other two competitive algorithms by finding 

better results. Then, the proposed algorithm is carried out to optimize the hole 

drilling processes of three different products produced by the company. For this 

case, with up to 4.05% improvement on the operational times was provided for the 

real-life problem of the company. As a consequence, it should be noted that the 

proposed solution approach for the tool path optimization is capable of providing 

considerable time reductions on the CNC internal operations for the company. 
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1. Introduction 

Nowadays, to achieve an effective and efficient 

production system for a company is very important due 

to the tough competition conditions. In this context, one 

of the most important factors that provide efficient 

production is increasing capacity utilization in 

operations, which directly affects factory production 

efficiency. With regards to the innovations in the field 

of mechanical engineering, Computer Numerical 

Control (CNC) machines are mostly employed in the 

various manufacturing process to increase production 

efficiency [1-3].  

The total production time for a part in CNC machines 

basically consists of two components: The machining 

time when the tool is actually cutting material and the 

non-productive time when the tool is travelling in the 

air or the tool is switched in the magazine [4]. 

Regarding the machining time, it should be noted that 

there exist many researches have been studied in the 

literature to reduce total production time by optimizing 

the machining parameters [5, 6]. On the other hand, 

fewer studies are introduced in the field of optimization 

to reduce non-productive times in CNC machines [4]. 

One of the critical issues in process planning of CNC 

machines to reduce non-productive times is tool path 

planning for machining since the tool path generation 

in current CAM technology is still based on the only 

geometric computations and away from being an 

optimum manufacturing process, which may lead a 

considerable increase on total production time [7]. The 

tool path planning is simply named in the literature as 

tool path optimization problem (TPOP) and results in 

travelling salesman problem (TSP) as each tool-path 

contour can be considered as a city coordinate to be 

visited [8]. Since the TSP is known as an NP-Hard 

http://www.ams.org/msc/msc2010.html
https://orcid.org/0000-0002-7134-3997
https://orcid.org/0000-0002-6784-0878
https://orcid.org/0000-0001-8988-4241
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combinatorial problem, the TPOP can also be 

considered as a complicated problem to solve. 

The TPOP can be investigated as the extension of the 

hole drilling path optimization problem (HDPOP). The 

HDPOP simply considers the routing a single bit over 

a workpiece in such a way that all holes are visited in 

the fastest manner [9]. The HDPOP is classified into 

two versions concerning the number of tools required 

for the machining operations on the workpieces: 

• Single tool hole drilling path optimization 

problem (STHDPOP) 

• Multi-tool hole drilling path optimization problem 

(MTHDPOP) 

The STHDPOP is the most basic version, where every 

hole has to be drilled by a single specific tool. Due to 

only one type of tool is used, a tool switch is not 

required for the operations. However, the processing 

time of each hole can be different with respect to hole 

depth [9].  

In case the holes on a workpiece require different 

diameter or different type of finishing, the STHDPOP 

shade into the MTHDPOP. As a result of multiple tool 

usage, tool switch and tool travel times have to be taken 

into account [10, 11]. 

A detailed literature review on HDPOP is presented by 

Dewil et al. [9] and Abidin et al. [10], in which various 

heuristic approaches proposed to solve HDPOP are 

listed. Considering both single and multi-tool hole 

drilling path optimization problems, well-known 

simulated annealing algorithm [12], tabu search 

algorithm [13] ant colony optimization algorithm [11, 

14, 15], particle swarm optimization algorithm [16-18], 

genetic algorithm [19-23] are proposed. In addition to 

these algorithms, various recent algorithms are also 

implemented to HDPOP, such as biogeography based 

optimization [24], charged system search algorithm 

[25], hybrid cuckoo search-genetic algorithm [26], 

shuffled frog leaping algorithm [18], optimal foraging 

algorithm [27], etc. 

According to the review study of Abidin et al. [10], in 

which 41 papers are taken into account, the modelling 

approaches of HDPOP can be classified into three main 

groups: TSP based models, precedence constrained 

travelling salesman problem (PCTSP) based models, 

and travelling cutting tool problem (TCP) based 

models. From the reviewed papers, the TSP concept is 

the most widely used in modeling the HDPOP about 

92%, while 5% of them consider the PCTSP and 3% of 

them consider the TCP. A similar result is reported by 

Dewil et al. [9] that only 7 of 53 reviewed papers 

consider the PCTSP based model. 

In this study, TPOP in CNC milling machines of a 

company is taken into account to increase the internal 

operational efficiency of the machines. The 

mathematical model of the problem is formulated based 

on PCTSP. To solve the TPOP efficiently, a newly 

developed bio-inspired optimization algorithm called 

Satin Bowerbird Optimizer (SBO) is used. SBO is first 

introduced by Moosavi and Bardsiri [28] to efficiently 

estimate software development effort. Since the 

original version of the SBO is introduced for the global 

optimization problems, the SBO is modified with two 

components: Discretization procedure for representing 

a solution for TPOP, and local search procedure. In this 

context, the main contributions of the proposed study 

are as follows: 

• The TPOP is formulated based on the PCTSP. 

• To the author’ knowledge, this is the first 

application of the SBO in a combinatorial 

optimization problem. 

• The original version of the SBO is modified with 

discretization and local search procedures. 

• Detailed comparisons are presented for the 

proposed SBO with statistical significance tests. 

• A real-life application of the SBO to the TPOP is 

carried out by considering hole drilling processes 

of three different products produced by the 

company. 

The rest of the paper is organized as follows. In Section 

2, the TPOP is described with the considered 

assumptions. Mathematical formulation of the TPOP is 

presented in Section 3 as a mixed integer mathematical 

model. Details of the proposed algorithm are given in 

Section 4. Section 5 presents the computational results 

of the proposed algorithm. Finally, conclusions are 

given in Section 6. 

2. Problem definition 

The TPOP addressed in this study is the extension of 

the MTHDPOP in which precedences of the operations 

are taken into account. In literature, this problem is 

called a multi-tool hole drilling path optimization 

problem with precedence constraints (MTHDPOP-PC). 

In MTHDPOP-PC, a specific sequence of drilling 

operations is defined for each hole [24]. Figure 1 shows 

an illustrative tool operation for the MTHDPOP-PC, 

where operation 𝑖 has to be completed before operation 

𝑗. In this case, the operation 𝑖 can be defined as the 

precedence of operation 𝑗. 

 

 

Figure 1. Illustrative representation of precedence drilling 

operations. 

 

With regards to the precedence constraints, Figure 2a 

presents an example part of tool sequence for multi-tool 

hole drilling, where the sequence of operations for the 

holes are given in Table 1. According to the given 
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operational sequences, hole 1 (𝑜11) needs to be drilled 

by only tool 1, hole 2 (𝑜21 and 𝑜22) needs to be drilled 

by tools 1 and 2, respectively, and hole 3 (𝑜31, 𝑜32 and 

𝑜33) needs to be drilled by tools 1, 2, and 3 in that order. 

For better visualization, Figure 2b shows an operational 

precedence graph of the example, where 0 and 7 present 

the start and end of the hole drilling process. As a 

consequence of the example, it can be specified that the 

multi-tool hole drilling path optimization problem with 

precedence is identical to the well-known PCTSP since 

both of the problems shows the same characteristics. 

 
(a) Example part of multi-tool hole drilling. 

 

Tool 3Tool 2Tool 1

0

011

021

031

022

032

7

033

Technical sequence of operations for each hole

A possible sequence of tool travel path
 

(b) Technical sequence of operations. 

Figure 2. Example for the MTHDPOP-PC [24]. 

 

Table 1. Sequence of operations for illustrative example. 

Hole Tool Sequence Sequence of operation (𝒐𝒊𝒋) 

Hole 1 1 𝑜11 

Hole 2 1, 2 𝑜21 − 𝑜22 

Hole 3 1, 2, 3 𝑜31 − 𝑜32 − 𝑜33 

 

Based on the MTHDPOP-PC, the TPOP can be 

described as finding the best operational plan for the 

CNC milling machines that minimizes total idle and 

unnecessary times of the tools for internal operations 

regarding the following assumptions: 

• In addition to the hole making, different type of 

milling operations in CNC milling machines 

(such as reaming, boring, counterboring, tapping, 

etc.) are considered on the workpiece. 

• The production process of a workpiece starts and 

ends at the magazine. 

• Each milling operation may need a pre-process 

before it starts. In other words, a milling operation 

cannot be processed until its precedence 

operations are completed. 

• Each milling operation can be processed by only 

one type of tool and can be completed in one pass. 

• Tools can be used for multiple milling operations. 

• In case a tool switch operation is required between 

two milling operations, the spindle has to visit the 

magazine. 

3. Model formulation 

Since the MTHDPOP-PC is identical to the PCTSP, 

which is shown in the previous section, the 

mathematical model formulation of the TPOP is 

proposed based on the PCTSP model introduced by 

Kubo and Kasugai [29]. The proposed model is the 

extension of the well-known TSP model, where the 

general form of the TSP model is modified by taking 

the precedence of the tool operations into account. In 

this context, the proposed mathematical model of the 

TPOP is formulated as follows: 

Notations 

0 Tool magazine point in CNC machine 

𝑁 Number of points on the product to be processed in 

CNC machine. This can also be assumed as the 

number of milling operations operated in the CNC 

machine. 

𝑡𝑖𝑗 Travelling time from operation 𝑖 to operation 𝑗 

including processing time of operation 𝑖 and tool 

switch time at the magazine if the tool is switched; 

𝑖, 𝑗 = 0, … , 𝑁 

𝑝𝑖𝑗  Binary data and 1 if milling operation 𝑖 is 

precedence of milling operation 𝑗; 𝑖, 𝑗 = 1, … , 𝑁 

 

Decision Variables 

𝑥𝑖𝑗  Binary variable and equals to 1 if the tool travels 

from operation 𝑖 to operation 𝑗, 0 otherwise; 𝑖, 𝑗 =
0, … , 𝑁 

𝑢𝑖 Positive variable to avoid sub-tours; 𝑖 = 0, … , 𝑁. 

 

Model 

𝑀𝑖𝑛 𝑍 = ∑ ∑ 𝑡𝑖𝑗𝑥𝑖𝑗

𝑁

𝑗=0

𝑁

𝑖=0

                                                   (1) 

s.t. 

∑ 𝑥𝑖𝑗

𝑁

𝑗=0
𝑖≠𝑗

= 1                                           𝑖 = 0, … , 𝑁        (2) 

∑ 𝑥𝑗𝑖

𝑁

𝑗=0
𝑖≠𝑗

= 1                                           𝑖 = 0, … , 𝑁        (3) 
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𝑢𝑖 − 𝑢𝑗 + 𝑁𝑥𝑖𝑗 ≤ 𝑁 − 1     𝑖 ≠ 𝑗     𝑖, 𝑗 = 1, … , 𝑁     (4) 

𝑢𝑗 − 𝑢𝑖 ≥ 1            𝑖, 𝑗 = 1, … , 𝑁     𝑝𝑖𝑗 = 1                (5) 

𝑥𝑖𝑗 ∈ {0,1}                                           𝑖, 𝑗 = 0, … , 𝑁     (6) 

𝑢𝑖 ≥ 0 𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑔𝑒𝑟                          𝑖 = 0, … , 𝑁        (7) 

 

Eq. (1) defines the objective function of the model 

which aims to minimize total operational times in CNC 

milling machine. Eq. (2) and Eq. (3) ensure that each 

operation is operated once in the CNC milling machine. 

Eq. (4) eliminates the sub-tour for the tool path. These 

constraints assign an auxiliary non-repetitive variable 

to each node for a Hamilton tour [30, 31]. Operational 

precedence for the tool is guaranteed by Eq. (5). 

Finally, the decision variables of the proposed model 

are defined in Eq. (6) and Eq. (7). 

4. Proposed algorithm 

The SBO is a recently proposed bio-inspired meta-

heuristic algorithm introduced by Moosavi and Bardsiri 

[28] to efficiently estimate software development 

effort. The SBO is inspired by the attraction of the male 

bowerbirds to the female bowerbirds for mating by 

constructing a bower, a structure built from sticks and 

twigs, and decorating the surrounding area. Based on 

the behavior of the bowerbirds, the SBO is structured 

as follows. 

Similar to other meta-heuristic algorithms, the SBO 

starts with a randomly generated population consists of 

𝑁𝐵 bowers. Let 𝑿𝑖 = {𝑥𝑖,1, 𝑥𝑖,2, … , 𝑥𝑖,𝐷} represents the 

𝑖𝑡ℎ bower, where 𝐷 is the problem size. Each bower is 

generated by using the following equation 

 

𝑥𝑖,𝑘 = 𝑥𝑘
𝐿 + 𝑟𝑎𝑛𝑑(𝑥𝑘

𝑈 − 𝑥𝑘
𝐿)                                         (8) 

 

where 𝑖 = 1, … , 𝑁𝐵 and 𝑘 = 1, … , 𝐷. Here 𝑥𝑘
𝐿 and 𝑥𝑘

𝑈 

are the lower and upper bounds of parameter 𝑘, 

respectively. Finally, 𝑟𝑎𝑛𝑑 is a uniformly distributed 

random number.  

After the initialization step, the fitness of each bower is 

calculated by using equation (9), where 𝑓(𝑿𝑖) is the 

cost function of bower 𝑖. Then the bowers are sorted 

based on their fitness value in descending order. To 

prevent the experience of best bowerbird in population, 

elitism is applied for the population. To do this, the 

position of the best bower built by birds is identified as 

elite.  

 

𝑓𝑖𝑡𝑖 = {

1

1 + 𝑓(𝑿𝑖)
,      𝑓(𝑿𝑖) ≥ 0

1 + |𝑓(𝑿𝑖)|,    𝑓(𝑿𝑖) < 0

                              (9) 

 

In each iteration, SBO starts to generate a new 

population by calculating the probability of the bowers 

to identify their attractiveness. The probabilities of the 

bowers are calculated as shown in Equation (10). 

 

𝑃𝑟𝑜𝑏𝑖 =
𝑓𝑖𝑡𝑖

∑ 𝑓𝑖𝑡𝑛
𝑁𝐵
𝑛=1

                                                      (10) 

 

Following the probability calculation step, new 

changes at any bower are calculated by using the 

Equations (11) and (12). In Equation (11), 𝑿𝑒𝑙𝑖𝑡𝑒  is the 

elite bower of the current population, and 𝑿𝑗 is the 

target bower, which is calculated by the roulette wheel 

selection procedure. Finally, 𝜆𝑘 is the attraction power 

in the goal bower, which is controlled by greatest step 

size parameter 𝛼. 

 

𝑥𝑖,𝑘
𝑛𝑒𝑤 = 𝑥𝑖,𝑘

𝑜𝑙𝑑 + 𝜆𝑘 ((
𝑥𝑗,𝑘 + 𝑥𝑒𝑙𝑖𝑡𝑒,𝑘

2
) − 𝑥𝑖,𝑘

𝑜𝑙𝑑)        (11) 

 

𝜆𝑘 =
𝛼

1 + 𝑃𝑟𝑜𝑏𝑗

                                                            (12) 

 

At the end of each cycle, a mutation procedure is 

carried out by applying random changes to the bowers 

with a certain probability, which is described as 

𝑃_𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 in this study. The random changes on the 

bower are determined by 

 

𝑥𝑖,𝑘
𝑛𝑒𝑤 = 𝑥𝑖,𝑘

𝑜𝑙𝑑 + (𝜎 × 𝑁(0,1))                                     (13) 

 

where 𝑁(0,1) is a standard normal distributed random 

number and 𝜎 is a proportion of space width which is 

calculated by using Equation 14. The 𝜎 in Equation 14 

is controlled by parameter 𝑧, which is the percent of the 

difference between the 𝑥𝑘
𝐿 and 𝑥𝑘

𝑈. 

 

𝜎 = 𝑧 × (𝑥𝑘
𝑈 − 𝑥𝑘

𝐿)                                                       (14) 

 

At the end of each iteration, the fitness values of newly 

generated bowers are evaluated. Then, the bowers from 

the old population and newly generated bowers are 

combined and re-sorted with respect to their fitness. 

The new population is formed by removing the last 𝑁𝐵 

bowers from the sorted population. Finally, the elite is 

updated if the first bower in the new population is fitter 

than the existing elite. 

According to the procedures of the SBO described 

above, Algorithm 1 presents the main steps of the 

algorithm. For more details for the SBO, readers can 

refer to [28] and access to the source code of the 

algorithm given by the authors. 

Since the original version of the SBOis introduced to 

optimize global optimization problems, this paper 

introduces a modified version of the SBO for the TPOP, 

which is called modified satin bowerbird optimizer 

(MSBO). The MSBO integrates two main procedures 

to SBO: Discretization and local search. The 

discretization procedure converts the continuous 

solution vector of the algorithm to the discrete solution 

vector considering the precedence constraints. In the 

local search procedure, two simple movement 
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operators are carried out to improve the solution quality 

of the newly generated solution vectors. The details of 

both discretization and local search procedures are 

given in the following sub-sections. 

 
Algorithm 1. Main steps of the SBO 

1 : Initialization 

2 : Fitness evaluation and sorting 

3 : Identify the best bower as the elite 

4 : Repeat 

5 :      Probability calculation 

6 :      For Each Bower 

7 :           Determination of new changes 

8 :           Mutation 

9 :      End For    

10 :      Evaluation of bowers 

11 :      Re-sorting and selection 

12 :      Update elite bower 

13 : Until the termination criterion is satisfied 

4.1. Discretization procedure 

One of the critical issue for the continuous meta-

heuristic algorithms while solving the combinatorial 

problems is discretization procedure to represent a 

solution for the considered problem. Since many 

problems require discrete search spaces, there exist 

several techniques to convert continuous solution to 

discrete solution, which can be classified into three 

main groups [32]: (i) rounding off generic technique, 

(ii) priority position techniques, (iii) specific 

techniques associated with meta-heuristic 

discretizations. In this study, the smallest position value 

rule, which is one of the priority position techniques 

introduced by [33], is used in the MSBO to convert a 

continuous solution vector to discrete solution vector. 

The smallest position value method converts the 

continuous values to a permutation order of the position 

values by sorting the positions with respect to 

ascending order of the position values. 

The smallest position value method provides a 

permutation order for a continuous solution vector. 

However, a feasible solution cannot always be 

produced for the TPOP by this method because of the 

precedences of some operations in the CNC machine. 

Therefore, the smallest position value is adapted to the 

TPOP with the following insertion rule. According to 

the position values in ascending order, a candidate 

position with the smallest position value can be inserted 

into the permutation order if and only if its precedence 

operations are inserted to the order previously. An 

example of the modified smallest position value rule for 

the TPOP is shown in Table 2, where the permutation 

order of the positions with respect to operational 

precedence is 4 − 5 − 2 − 3 − 1. 

 
Table 2. Example of the modified smallest position value 

rule. 

Position Index 1 2 3 4 5 

Position Value 0.75 0.29 0.95 0.12 0.36 

Precedence of Position (2, 3) (5) (4, 2) ( - ) ( 4 ) 

4.2. Local search 

After a permutation ordered solution is obtained in the 

discretization step for each bower, a local search 

procedure is carried out by consecutively applying two 

simple operators: 𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛(𝑥, 𝑦), and 𝑆𝑤𝑎𝑝(𝑥, 𝑦). In 

𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛(𝑥, 𝑦)operator, a specific position (𝑥) in 

permutation order is inserted into another specific 

location (𝑦). In swap operation, locations of two 

specific positions (𝑥, 𝑦) are replaced. Figure 3 shows an 

illustrative example of both insertion and swap 

operations. For both the operators, the best 

improvement strategy is taken into account and each 

operator is repeated if any improvement is provided at 

the end of the search. 

 
𝐼𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛(2,5)  𝑆𝑤𝑎𝑝(2,5) 

4 − (5) − 2 − 3 − (1)  4 − (5) − 2 − 3 − (1) 

 

 

  

4 − 2 − 3 − 5 − 1  4 − 1 − 2 − 3 − 5 

Figure 3. Example of insertion and swap operators. 

5. Computational results and discussion 

Computational studies for the MSBO are formed into 

two parts. In the first part, the performance of the 

MSBO is tested by comparing the proposed algorithm 

with SBO and also two recent meta-heuristic 

algorithms. In the second part, the MSBO is carried out 

for the real-life problem of the company. Moreover, 

managerial insights of the results are discussed in the 

last sub-section. 

All experiments are performed on a workstation 

equipped with a 3.4GHz Xeon E5-2643v3 and 64 GB 

RAM. However, a single thread is used for the 

algorithm runs. According to preliminary experiments, 

the parameter values of the MSBO are identified as 

follows: 𝛼 = 0.25, 𝑧 = 0.50 and, 𝑃_𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 =
0.05. 

5.1. Performance analyses of the MSBO 

Since the PCTSP is also known as the sequential 

ordering problem (SOP), a well-known SOP dataset 

from the TSPLIB repository is used in order to test the 

performance of the proposed MSBO. The SOP dataset 

includes 41 different sized instances, where the number 

of nodes to be visited varies between 9-380. Each 

instance consists of a number of nodes and distances for 

each pair of nodes. The aim of the problem is to find a 

minimum Hamiltonian path from the first node to the 

last node with minimum length by considering the 

precedence constraints. Regarding the maximum TPOP 

size of the company, 27 of 41 instances from the dataset 

(up to 100 nodes) are used for the performance 

analyses. 

In this subsection, the MBSO is first compared with the 

SBO and two variants of the MBSO. To point out the 

effect of local search procedure on the solution quality, 
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the first variant of the MBSO considers only insertion 

operation in the local search part, which is named 

MSBOI. Similarly, the second variant considers only 

swap operation, which is named MSBOS. The 

algorithms are repeated 30 times for each instance, and 

the results of each instance are identified via the 

average result of 30 runs (mean), and the standard 

deviation of the results (std). Table 3 presents the 

results of the SBO, MSBOI, MSBOS, and MSBO. 

Furthermore Table 3 shows a statistical comparison of 

the algorithms based on paired t-test with a significance 

level of 0.05. For each pair of algorithms, the successful 

one is shown if there is a significant difference between 

the algorithm results. In this perspective, it should be 

clearly seen from Table 3 that the MSBOI and MSBO 

show better performance for all instances with respect 

to the SBO and MSBOS. On the other hand, the MSBO 

outperforms the MSBOI for three instances. However, 

the average results of the MBSO are mostly better than 

the average results of MSBOI. Thus, it should be 

concluded from Table 3 that the proposed MBSO 

outperforms the SBO, MSBOI, and MSBOS. 

 
Table 3. Comparisons of SBO and MSBO variants 

Instance 

SBO (A) 

 

MSBOI (B) 

 

MSBOS (C) 

 

MSBO (D) 

 

Statistical Comparisons 

Mean Std Mean Std Mean Std Mean Std A-B A-C A-D B-C B-D C-D 

br17.10 58.1 1.6  55.0 0.0  55.0 0.0  55.0 0.0  B C D - - - 

br17.12 58.9 3.8  55.0 0.0  55.0 0.0  55.0 0.0  B C D - - - 

                   
ESC07 2125.0 0.0  2125.0 0.0  2125.0 0.0  2125.0 0.0  - - - - - - 

ESC12 1722.6 49.2  1675.0 0.0  1675.0 0.0  1675.0 0.0  B C D - - - 

ESC25 3286.9 423.6  1723.9 38.9  1986.2 138.3  1711.6 28.2  B C D B - D 

ESC47 6626.3 815.3  2264.8 76.1  3104.9 143.8  2197.7 84.8  B C D B D D 

ESC63 123.8 16.5  62.0 0.0  64.2 0.7  62.0 0.0  B C D B - D 

ESC78 207887.0 497.9  18230.0 0.0  18347.8 79.9  18230.0 0.0  B C D B - D 

                   
ft53.1 12527.4 1011.2  7621.1 66.3  8350.7 196.8  7619.1 71.5  B C D B - D 

ft53.2 12984.8 1129.9  8083.3 25.7  8843.5 219.5  8084.5 32.1  B C D B - D 

ft53.3 14796.0 420.6  10284.8 36.8  10960.9 145.8  10273.1 23.3  B C D B - D 

ft53.4 16700.8 526.4  14425.0 0.0  14643.3 112.7  14425.0 0.0  B C D B - D 

                   
ft70.1 54076.0 1692.7  40344.1 190.90  42326.9 326.6  40386.9 229.3  B C D B - D 

ft70.2 54550.0 2196.0  41528.3 314.1  43778.0 317.1  41486.3 406.9  B C D B - D 

ft70.3 55101.6 1653.8  42889.6 194.7  46078.3 501.6  42822.4 201.7  B C D B - D 

ft70.4 58985.0 709.5  53606.1 64.7  54790.2 349.1  53616.8 66.3  B C D B - D 

                   
p43.1 28794.5 238.7  28144.5 13.7  28163.7 21.5  28140.0 0.0  B C D B - D 

p43.2 40474.5 13476.9  28482.2 3.1  28487.5 6.5  28480.7 1.7  B C D B D D 

p43.3 47183.0 12728.0  28838.0 5.4  28851.3 18.3  28836.7 3.8  B C D B - D 

p43.4 87072.7 9200.6  83005.0 0.0  83040.7 42.5  83005.0 0.0  B C D B - D 

                   
prob.42 623.5 55.3  302.8 17.4  357.1 15.0  259.7 5.4  B C D B D D 

                   
rbg048a 431.0 21.3  351.0 0.0  353.2 1.7  351.0 0.0  B C D B - D 

rbg050c 533.2 20.1  467.1 0.3  472.5 3.2  467.1 0.3  B C D B - D 

                   
ry48p.1 23246.1 2575.0  15861.4 100.3  16271.4 246.4  15829.7 75.4  B C D B - D 

ry48p.2 24065.5 1590.0  16686.4 44.5  17079.9 215.2  16705.4 51.3  B C D B - D 

ry48p.3 27496.1 1384.1  19894.0 0.0  20618.8 305.2  19894.0 0.0  B C D B - D 

ry48p.4 34109.2 899.2  31446.1 0.4  31605.0 136.3  31446.0 0.0  B C D B - D 

 

Another performance analysis for the MSBO is made 

by comparing the proposed algorithm with two recent 

meta-heuristic algorithms proposed for the PCTSP and 

SOP, which are Adaptive Evolutionary Algorithm 

(AEA) introduced by Sung and Jeong [34] and an 

improved Ant Colony System (ACS) introduced by 

Skinderowics [35]. Table 4 shows the available results 

of the AEA and ACS and comparisons between MBSO 

and other two algorithms, where “best” and “time” 

represent the best results and average computational 

time of the runs for a specified instance. To identify the 

better results for the comparisons, the smallest values 

in a row are written in bold. Table 4 additionally 

presents the best-known solutions of the instances, 

which are also known as optimal solution excepting 

“prob.100”, “ry48p.2”, and “ry48p.3”. Here, it should 

be noted that the two results of AEA given by the 

authors are less than the optimum solutions. Therefore, 

it is not notable to compare the MBSO with AEA for 

these instances. For the other instances, it can be seen 

from Table 4 that proposed MBSO outperforms the 

AEA for each instance. With regards to the ACS 

solutions, better results are obtained for most of the 

instances by the MBSO. 

For the computational times, it is reported by the Sung 

and Jeong [34] that the computational time of the AEA 

varies between 0.01-290.93 seconds for the considered 

problems. For the ACS, the authors report that the 

results are obtained with 60 seconds time limitation 

[35]. Regarding both the algorithm times, the CPU 

times of the MBSO, which are shown in Table 4, are 

acceptable for the real-life applications. 
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Table 4. Comparison of MSBO with AEA and ACS  

Instance 

Best-

Known 

AEA 

 

ACS 

 

MSBO 

Best Mean Mean Std Best Mean Time (s) Std 

br17.10 55 55 55.9  NA NA  55 55.0 1.82 0.0 

br17.12 55 55 55.0  NA NA  55 55.0 1.82 0.0 

            
ESC07 2125 2125 2125.0  NA NA  2125 2125.0 0.51 0.0 

ESC12 1675 1675 1720.6  NA NA  1675 1675.0 1.05 0.0 

ESC25 1681 2354 3378.4  NA NA  1681 1711.6 4.44 28.2 

ESC47 1288 4160 5648.3  NA NA  2026 2197.7 21.27 84.8 

ESC63 62 73 80.9  NA NA  62 62.0 46.38 0.0 

ESC78 18230 NA NA  NA NA  18230 18230.0 89.23 0.0 

            
ft53.1 7531 10619 11537.4  7702 46.1  7568 7619.1 27.98 71.5 

ft53.2 8026 11000 12092.1  8348 156.6  8026 8084.5 29.02 32.1 

ft53.3 10262 13231 13797.0  11271 605.5  10262 10273.1 29.45 23.3 

ft53.4 14425 15579 16263.3  14639 101.1  14425 14425.0 35.96 0.0 

            
ft70.1 39313 46390 48696.2  40054 223.6  39930 40386.9 79.03 229.3 

ft70.2 40419 46485 49162.1  41629 409  40587 41486.3 73.40 406.9 

ft70.3 42535 NA NA  43946 436.6  42535 42822.4 65.90 201.7 

ft70.4 53530 NA NA  55305 362.9  53530 53616.8 68.07 66.3 

            
p43.1 28140 28830 29107.0  NA NA  28140 28140.0 17.30 0.0 

p43.2 28480 28896 47979.5  NA NA  28480 28480.7 17.69 1.7 

p43.3 28835 28680* 29362.5  NA NA  28835 28836.7 17.20 3.8 

p43.4 83005 82960* 83393.5  NA NA  83005 83005.0 18.07 0.0 

            
prob.42 243 443 530.7  NA NA  248 259.7 15.67 5.4 

            
rbg048a 351 376 412.6  NA NA  351 351.0 25.46 0.0 

rbg050c 467 505 528.7  NA NA  467 467.1 28.26 0.3 

            
ry48p.1 15805 18650 21732.2  NA NA  15805 15829.7 24.95 75.4 

ry48p.2 16666 18499 22210.8  NA NA  16666 16705.4 24.45 51.3 

ry48p.3 19894 22480 25029.2  NA NA  19894 19894.0 23.60 0.0 

ry48p.4 31446 33961 34944.7  NA NA  31446 31446.0 24.80 0.0 

NA: Not available 
*Solution given in the related study is less than the optimal solution 

5.2. Application of the MSBO to real-life TPOP 

problem 

In the second part of the computational studies, the 

proposed MSBO is carried out for the real-life TPOP 

problem of the company. In this context, three different 

products produced over than thousands in a year by the 

company are taken into account. Solid models of the 

products 1, 2, and 3 are presented in Figure 4a, 4b, and 

4c respectively. Table 5 shows the number of milling 

operations and tools required to produce these products 

in CNC milling machines. 

 
Table 5. Operational requirements of the products. 

Product # of milling operations # of tools 

Product 1 22 9 

Product 2 58 6 

Product 3 37 11 

 

To compare the performance of the MSBO, first, the 

mathematical model of the problem is solved for each 

product by using Gurobi 7.5.1 solver on MPL 5.0 

software with 10 hours time limitation. The input data 

of the models are determined by using SolidCAM 

software, which is also used by the company for their 

production process. 

 
(a) Product 1. 

 

 
(b) Product 2 (which has non-symmetric two sides). 

 

 
(c) Product 3. 

Figure 4. Solid models of the products considered for 

computational studies. 
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Following the Gurobi computations, the MSBO is 

performed for the TPOP problems of the company. 

Results of the Gurobi solver and MBSO are shown in 

Table 6. Additionally, operational times of the 

productions carried out by the company are presented 

in Table 6, and percentage improvements provided by 

the Gurobi and MBSO are pointed out in the columns 

named “Imp%”. 

 

Table 6. Gurobi and MBSO results for three products. 

Product 

Operational time 

of company 

Gurobi Solution 

 

MBSO 

Result 

(Upper Bound) Imp% 

CPU 

Time (s) Best Imp% Mean Time (s) Std 

Product 1 108.92 108.48 0.40 108.52  108.48 0.40 108.48 6.34 0.0 

Product 2 78.78 77.03 2.22 36 000.00  75.59 4.05 75.61 56.07 ~0.0 

Product 3 110.71 109.69 0.92 36 000.00  109.69 0.92 109.7 35.03 ~0.0 

 

 

It should be concluded from Table 6 that an optimum 

solution is found by Gurobi for only product 1. For the 

other two problems, the computations are terminated at 

the end of the time limit and, upper bounds of the 

solution are taken into account for the comparisons. 

According to the Gurobi results, an improvement with 

up to 2.22% is provided for the drilling operations of 

the company. On the other hand, MBSO could find the 

optimum solution for product 1 and better result than 

the upper bound of the Gurobi solutions for product 2 

(with 4.05% improvement). Regarding the average 

computational times of the MBSO, it should be noted 

that better results can be obtained by the proposed 

algorithm in shorter CPU times with respect to the 

Gurobi solver. As a result of the computational studies 

for these parts, it should be noted that considerable 

variable cost savings are provided for the company 

since these products are produced over than thousands 

in a year. 

5.3. Managerial insights 

The computational results of the MBSO show the 

efficiency and the robustness of the proposed solution 

methodology. Similar to most of the meta-heuristic 

algorithm, the tuned parameter set directly affects the 

performance of the algorithm. Therefore, a preliminary 

study is made in order to find the best parameter values 

for the MBSO. On the other hand, computational 

studies on the SOP dataset show that the local search 

procedure significantly affects the performance of the 

MBSO. Particularly, MBSO with the insertion move, 

and the combination of insertion-swap move show 

superior performance. Although, these procedures 

increase the computational times of the algorithm, with 

reasonable time limits better results can be obtained by 

using both local searches.  

Another interesting observation of the results is the 

stability of the MBSO solutions. It can be clearly seen 

from the computations that the standard deviations of 

most of the results are 0. Comparing with the ACS 

results, a less standard deviation is observed by MBSO 

for 6 of 8 instances. 

When the results of the case-stud are analyzed, an 

improvement is provided by the MBSO for each case 

even though the number of problems is limited with 

three product types. For these experiments, the most 

significant saving is provided on the largest problem. 

Furthermore, the MBSO outperforms the Gurobi 

regarding both the results and CPU times. 

As a consequence, the MBSO can be efficiently used in 

the optimization of CNC operations at the tactical and 

operational decision-making level. In particular, the 

proposed MBSO is capable of finding the optimal or 

near-optimal solution for the real-life TPOPs for the 

CNC machines. Since an improvement on a process in 

mass production system provides considerable cost 

savings for the companies, the proposed study has a 

potential to take forward the researches on this field. In 

practice, considering that such production parts consist 

of numerous CNC operations, operational times and 

machining costs can be significantly reduced by the 

MBSO. 

6. Conclusion 

This paper addresses the TPOP in CNC milling 

machines to improve the internal operational efficiency 

of a company. To find the best tool path in the CNC 

machines, the mathematical model of the problem is 

formulated based on the assumptions of PCTSP. With 

this assumption, tool movement between two 

operational points is allowed if the successor operation 

is not the precedence of the predecessor operations. To 

efficiently solve the considered problem, a newly 

developed SBO is taken into account and modified its 

original version with discretization and local search 

procedures. The computational studies for the proposed 

MSBO are formed into two parts. In the first part, the 

MSBO is carried out on a well-known benchmark 

problem set introduced for the PCTSP, and compared 

with two recent meta-heuristic algorithms. Results of 

these computations show that the proposed MSBO is 

capable of finding efficient solution for the TPOP by 

finding better results with respect to the other two 

algorithms. Then, the proposed MSBO is applied for 

real-life drilling operations of three products. For this 

case, with up to 4.05% improvement on the operational 

times is achieved by the MSBO. 

As a future work, this study can be extended by 
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considering the following issues. In this study, MBSO 

is carried out for a set of PCTSP instances, in which the 

largest problem consists of 100 nodes. Thereupon, the 

proposed MBSO can be carried out for the larger 

PCTSPs, and its efficiency can be analyzed. On the 

other hand, the MBSO can be improved with additional 

search strategies since only insertion and swap 

operations are used in the MBSO. Finally, other bio-

inspired algorithms can be modified for the PCTSP, 

and detailed comparative analysis can be reported. 

Acknowledgments 

The authors thank to company consultants Mr. Mustafa 

Karataş who have shared their experiences and 

knowledge, and also to the employees of HİD-TEK for 

their support. 

References 

[1] Bohez, E., Makhanov, S.S., Sonthipaumpoon, K. 

(2000). Adaptive nonlinear tool path optimization 

for five-axis machining. International Journal of 

Production Research, 38(17), 4329-4343. 

[2] Makhanov, S.S., Batanov, D., Bohez, E., 

Sonthipaumpoon, K., Anotai, W. (2002). On the 

tool-path optimization of a milling robot. Computers 

and Industrial Engineering, 43(3), 455-472. 

[3] Chandrasekaran, M., Muralidhar, M., Murali 

Krishna, C., Dixit, U.S. (2010). Application of soft 

computing techniques in machining performance 

prediction and optimization: A literature review. The 

International Journal of Advanced Manufacturing 

Technology, 46(5-8), 445-464. 

[4] D’Souza, K., Castelino, R., Wright, P.K. (2003). 

Tool-path optimization for minimizing airtime 

during machining. Journal of Manufacturing 

Systems, 22, 173-180. 

[5] Park, K.S., Kim, S.H. (1998). Artificial intelligence 

approaches to determination of CNC machining 

parameters in manufacturing: A review. Artificial 

Intelligence in Engineering, 12(1-2), 127-134. 

[6] Lasemi, A., Xue, D., Gu, P. (2010). Recent 

development in CNC machining of freeform 

surfaces: A state-of-the-art review. Computer-Aided 

Design, 42(7), 641-654. 

[7] Lazoglu, I., Manav, C., Murtezaoglu, Y. (2009). 

Tool path optimization for free form surface 

machining. CIRP Annals, 58(1), 101-104. 

[8] Oysu, C., Bingul, Z. (2009). Application of heuristic 

and hybrid-GASA algorithms to tool-path 

optimization problem for minimizing airtime during 

machining. Engineering Applications of Artificial 

Intelligence, 22(3), 389-396. 

[9] Dewil, R., Küçükoğlu, İ., Luteyn, C., Cattrysse, D. 

(2018). A critical review of multi-hole drilling path 

optimization. Achieves of Computational Methods in 

Engineering, In Press, 1-11. 

[10] Abidin, N.W.Z., Ab Rashid, M.F.F., Mohamed, 

N.M.Z.N. (2017). A review of multi-holes drilling 

path optimization using soft computing approaches. 

Achieves of Computational Methods in Engineering, 

In Press, 1-12. 

[11] Narooei, K.D., Ramli, R., Nizam, M., Rahman, A., 

Iberahim, F., Qudeiri, J.A. (2014). Tool routing path 

optimization for multi-hole drilling based on ant 

colony optimization. World Applied Sciences 

Journal, 32(9), 1894-1898. 

[12] Linn, R.J., Liu, J., Kowe, P.S.H (1999). Efficient 

heuristics for drilling route optimization in printed 

circuit board manufacturing. Journal of Electronics 

Manufacturing, 8(2), 127-138. 

[13] Kolahan, F., Liang, M. (2000). Optimization of hole-

making operations: A tabu search approach. 

International Journal of Machine Tools and 

Manufacture, 40(12), 1735-1753. 

[14] Abbas, A.T., Aly, M.F., Hamza, K. (2011). 

Optimum drilling path planning for a rectangular 

matrix of holes using ant colony optimization. 

International Journal of Production Research, 

49(19), 5877-5891. 

[15] Montiel-Ross, O., Medina-Rodrı´guez, N., 

Sepu´lveda, R., Melin, P. (2012). Methodology to 

optimize manufacturing time for a CNC using a high 

performance implementation of ACO. International 

Journal of Advanced Robotic Systems, 9, 1-10. 

[16] Zhu, G.-Y., Zhang, W.-B. (2008). Drilling path 

optimization by the particle swarm optimization 

algorithm with global convergence characteristics. 

International Journal of Production Research, 

46(8), 2299-2311. 

[17] Onwubolu, G.C., Clerc, M. (2004). Optimal path for 

automated drilling operations by a new heuristic 

approach using particle swarm optimization. 

International Journal of Production Research, 

42(3), 473-491. 

[18] Dalavi, A.M., Pawar, P.J., Singh T.P. (2016). 

Optimal sequence of hole-making operations using 

particle swarm optimisation and shuffled frog 

leaping algorithm. Engineering Review, 36(2), 187-

196. 

[19] Kumar, A., Pachauri, P.P. (2012). Optimization 

drilling sequence by genetic algorithm. International 

Journal of Scientific Research Publications, 2(9), 1-

7. 

[20] Nabeel, P., Abid, K., Abdulrazzaq, H.F. (2014). Tool 

path optimization of drilling sequence in CNC 

machine using genetic algorithm. Innovation System 

Design and Engineering, 5(1), 15-26. 

[21] Khalkar, S., Yadav, D., Singh, A. (2015). 

Optimization of hole making operations for 

sequence precedence constraint. International 

Journal of Innovative and Emerging Research in 

Engineering, 2(7), 26-31. 

[22] Pezer, D. (2016). Efficiency of tool path 

optimization using genetic algorithm in relation to 

the optimization achieved with the CAM software. 



68                                         I. Kucukoglu et al. / IJOCTA, Vol.9, No.3, pp.59-68 (2019) 

Procedia Engineering, 149, 374-379. 

[23] Raja, C.K.B., Saravanan, M. (2017). Genetic 

algorithm for TSP in optimizing CNC tool path.  

International Journal of Engineering Technology, 

Management and Applied Sciences, 5(2), 139-146. 

[24] Tamjidy, M. (2015). Biogeography based 

optimization (BBO) algorithm to minimize non-

productive time during hole-making process. 

International Journal of Production Research, 

53(6), 1880-1894. 

[25] Kanagaraj, G., Ponnambalam, S.G., Loo, C.K. 

(2015). Charged system search algorithm for robotic 

drill path optimization. Proceedings of the 2015 

International Conference on Advanced Mechatronic 

Systems, Beijing, China, 125-130. 

[26] Lim, W.C.E., Kanagaraj, G., Ponnambalam, S.G. 

(2016). A hybrid cuckoo search-genetic algorithm 

for hole-making sequence optimization, Journal of 

Intelligent Manufacturing, 27, 417-429. 

[27] Zhang, W.-B., Zhu, G.-Y. (2018). Drilling path 

optimization by optimal foraging algorithm. IEEE 

Transactions on Industrial Informatics, 14(7), 2847-

2856. 

[28] Moosavi, S.H.S., Bardsiri, V.K. (2017). Satin 

bowerbird optimizer: A new optimization algorithm 

to optimize ANFIS for software development effort 

estimation. Engineering Applications of Artificial 

Intelligence, 60, 1-15. 

[29] Kubo, M., Kasugai, H. (1991). The precedence 

constrained traveling salesman problem. Journal of 

the Operations Research, 34(2), 152-172. 

[30] Miller, C.E., Tucker, A.W., Zemlin, R.A. (1960). 

Integer programming formulation of traveling 

salesman problems. Journal of the ACM, 7(4), 326-

329. 

[31] Bellmore, M., Nemhauser, G.L. (1968). The 

traveling salesman problem: A Survey. Operations 

Research, 16(3), 538-558. 

[32] Crawford, B., Soto, R., Astorga, G., Garcia, J., 

Castro, C., Paredes, F. (2017). Putting continuous 

metaheuristics to work in binary search spaces. 

Hindawi-Complexity, 2017, 1-17. 

[33] Tasgetiren, M.F., Liang, Y.-C., Sevkli, M., 

Gencyilmaz, G. (2007). A particle swarm 

optimization algorithm for makespan and total 

flowtime minimization in the permutation flowshop 

sequencing problem. European Journal of 

Operational Research, 177, 1930-1947. 

[34] Sung, J., Jeong, B. (2014). An adaptive evolutionary 

algorithm for travelling salesman problem with 

precedence constraints. Hindawi-The Scientific 

World Journal, 2014, 1-11. 

[35] Skinderowicz, E. (2017). An improved ant colony 

system for the sequential ordering problem. 

Computers and Operations Research, 86, 1-17. 

 

Ilker Kucukoglu is a Research Assistant in the Industrial 

Engineering Department of Bursa Uludag University, 

Turkey. He received his BS from Gazi University (2008), 

his MS from Bursa Uludag University (2010) and his 

Ph.D. from Bursa Uludag University (2015) – all in 

Department of Industrial Engineering. His research 

interests include supply chain management, vehicle 

routing, green logistics, heuristic methods, optimization, 

and mathematical modelling. 

 

Tulin Gunduz is currently an Associate Professor in the 

Department of Industrial Engineering at the Bursa 

Uludag University. She completed her undergraduate, 

master’s and Ph.D. degrees in 1995, 1998 and 2005, 

respectively, at Bursa Uludag University, Department of 

Mechanical Engineering. Her Ph.D. was on Ergonomics. 

Her research interests are ergonomics, driver comfort, 

anthropometry, cognitive science and Industry 4.0 

 

Fatma Balkancioglu is an Industrial Engineer and 

received her BS degree from Bursa Uludag University 

(2018). 

 

Emine Chousein Topal is a BS student in Bursa Uludag 

University Industrial Engineering department. 

 

Oznur Sayim is a BS student in Bursa Uludag University 

Industrial Engineering department. 

 

 
 

An International Journal of Optimization and Control: Theories & Applications (http://ijocta.balikesir.edu.tr) 

 

 
 

This work is licensed under a Creative Commons Attribution 4.0 International License. The authors retain ownership of the 

copyright for their article, but they allow anyone to download, reuse, reprint, modify, distribute, and/or copy articles in IJOCTA, 

so long as the original authors and source are credited. To see the complete license contents, please visit 

http://creativecommons.org/licenses/by/4.0/.  

http://ijocta.balikesir.edu.tr/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


An International Journal of Optimization and Control: Theories & Applications

ISSN:2146-0957 eISSN:2146-5703

Vol.9, No.3, pp.69-75 (2019)

http://doi.org/10.11121/ijocta.01.2019.00643

RESEARCH ARTICLE

Maintenance of the latent reservoir by pyroptosis and

superinfection in a fractional order HIV transmission model

Ana R.M. Carvalho a , Carla M.A. Pinto *b and João Nuno Tavares c

aFaculty of Sciences, University of Porto, Rua do Campo Alegre s/n, 4440-452 Porto, Portugal
bSchool of Engineering, Polytechnic of Porto, Center for Mathematics of the University of Porto, Rua Dr
António Bernardino de Almeida 431, 4249-015 Porto, Portugal
cFaculty of Sciences, University of Porto, Rua do Campo Alegre s/n, 4440-452 Porto, Portugal
up200802541@fc.up.pt, cap@isep.ipp.pt, jntavar@fc.up.pt

ARTICLE INFO ABSTRACT

Article History:
Received 25 July 2018

Accepted 19 November 2018

Available 27 July 2019

We focus on the importance of pyroptosis and superinfection on the mainte-
nance of the human immunodeficiency virus (HIV) latent reservoir on infected
patients. The latent reservoir has been found to be crucial to the persistence
of low levels of viral loads found in HIV-infected patients, after many years
of successfully suppressive anti-retroviral therapy (ART). This reservoir seems
to act as an archive for strains of HIV no longer dominant in the blood, such
as wild-type virus. When a patient decides to quit therapy there is a rapid
turnover and the wild-type virus re-emerges. Thus, it is extremely important
to understand the mechanisms behind the maintenance of this reservoir. For
that, we propose a fractional order model for the dynamics of HIV, where
pyroptosis and superinfection are considered. The model is simulated for bio-
logical meaningful parameters and interesting patterns are found. Our results
are interpreted for clinical appreciation.
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1. Introduction

HIV is associated with impairment and destruc-
tion of the immune system’s response, mostly by
depletion of CD4+ T cells. HIV infects several
types of these cells, but its primary targets are
the CD4+ T helper cells. The depletion of these
cells may have destructive effects in immune reg-
ulation [1]. These include reduced antibody de-
velopment capacity for new attackers, abnormal
function of macrophages and decrease in produc-
tion of chemical messengers.

A fraction of HIV infected CD4+ T cells enter
a latency state. In this state, the cells do not
produce new virus. HIV can remain inside these
cells for years, forming reservoirs, which consti-
tute major obstacles for the eradication of HIV.
Cells in the latent state escape treatment for HIV.
Current anti-retroviral drugs can suppress HIV to

undetectable levels, but cannot completely erad-
icate it [2]. Latently infected cells may be in-
fected by HIV, although with slower kinetics than
activated T cells. Productive superinfection of
these latent cells would eliminate virus genome
through cell death. A similar effect may be ob-
tained from the induction of pyroptosis of latent
cells, in cell-to-cell transmission. Pyroptosis is
a process which leads to the destruction of la-
tent T cells, by causing an intensely inflammatory
form of programmed cell death, where cytoplas-
mic contents and pro-inflammatory cytokines are
released [3].

Mathematical models have largely been used to
predict the dynamics of infections. In 2006,
Kim et al [4] study the factors influencing the
persistence of the latent reservoir and of low vi-
ral load in HIV infected patients, under anti-
retroviral therapy (ART). They consider that T
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cells can undergo bystander proliferation, without
producing active virus, and assume that the latent
cells’ activation rate decreases with time on ART.
The results of the model point to a combined con-
tribution of intrinsic physiological patients’ pa-
rameters, such as the minimum activation rate or
the net regeneration rate of latently infected cells,
to explain the persistence of the latent reservoir
and of low viral loads. In 2009, Rong et al [5]
review several mathematical models for HIV dy-
namics proposed in the literature. They focus on
the quantitative events underlying HIV latency,
on the reservoir stability, on the low-level viremia
persistence and on the emergence of intermittent
viral blips. The authors also distinguish treat-
ment options for each case. In 2015, Wang et
al [6] develop a mathematical model to study the
pyroptosis mechanism, a programmed cell death,
and show how pyroptosis explains the slow time
scale of CD4+ T cells depletion and its contribu-
tion to the persistence of latently infected cells.
Conway et al [7] describe a mathematical model
for the dynamics of HIV to capture the interac-
tions between target cells, productively infected
cells, latently infected cells, virus, and cytotoxic
T lymphocytes (CTLs). The model provides a
CTL response interval for which patients either
present viral rebound or post-treatment control,
depending on the size of the latent reservoir when
treatment finishes. Outside this interval, for lower
values, the patients always rebound and for higher
values the patients behave as elite controllers. In
2017, Wodarz et al [8] use mathematical models
to explain the fundamental mechanisms of the size
and of the composition of the latent reservoir in
HIV infection. The analysis of the model sug-
gests that though pyroptosis/superinfection are
significant factors that influence the dynamics of
latency, additional mechanisms might also play
a significant role. In particular, abortative in-
fections, higher activation status of cells due to
high virus load, the carrying capacity of the la-
tent reservoir.

1.1. Fractional calculus

Many mathematical models have a close proxim-
ity to reality, however, they are not able to de-
scribe it perfectly. Therefore, there is a need to
build more accurate models, with the aim of pro-
viding better fittings to real data. As such, the
Fractional Calculus is one of the most precise tools
to refine the description of a series of phenomena
present in the most diverse areas of knowledge,
namely in engineering, physics, biology, and oth-
ers [9–14].

There are several and important definitions for a
fractional order derivative. The most well-studied
are the Riemann-Liouville (RL), the Grünwald-
Letnikov (GL), and the Caputo formula (C). We
consider the interval (0, t) instead of (a, t), for
simplification. Now, let y(τ) be a smooth function
in every interval (0, t), t ≤ T. The RL definition
reads:

Dα
RLy(t) =

{

1
Γ(m−α)

dm

dtm

∫ t

0
y(τ)

(t−τ)α+1−m , m− 1 ≤ α < m
dmy(t)
dtm

, α = m

The Caputo definition is written as:

Dα
Cy(t) =

{

1
Γ(m−α)

∫ t

0
ym(τ)

(t−τ)α+1−m , m− 1 ≤ α < m
dmy(t)
dtm

, α = m

The GL definition is equivalent to the RL formula
and is based on finite differences. It is given by:

Dα
GLy(t) = lim

h→0
h−α

∑n
k=0(−1)k Γ(α+1)

k!Γ(α−k+1)y(x− kh), nh = x.

Diethelm [10] demonstrates that a non-integer or-
der model simulates the dynamics of data from
the 2009 outbreak of dengue fever, on the Cape
Verde islands, more accurately than an integer
first order model. The author also shows that the
dynamics of the human and of the mosquito pop-
ulations are modeled by different orders of the
fractional derivative. In 2017, Pinto et al [11]
study a fractional order model for HIV infec-
tion where the dynamics of the latent CD4+ T
cells, macrophages and cytotoxic T lymphocytes
(CTLs) are considered. The simulations of the
model suggest that the order of the fractional de-
rivative is associated to a decrease in the severity
of the disease. Namely, are observed decreased
values of infected CD4+ T cells and virus with
α. Moreover, the results of the simulations of the
model for relevant parameters, such as the frac-
tion of uninfected CD4+ T cells that become la-
tently infected, and the CTLs proliferation rate
due to infected CD4+ T cells, are biologically ac-
ceptable, for all values of α. Arshad et al [13]
present a non-integer order mathematical model
for HIV infection, to study the degree of T cell
depletion caused by viral cytopathology. The re-
sults of the model point to the use of the frac-
tional derivative as a parameter to vary to pro-
vide better fits to the data of each HIV infected
individual. Each individual has its own specifici-
ties which are better captured by a non-integer
model. Moreover, these models can help doctors
choosing the optimal dosage and verify its effects
for each individual.
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With the aforesaid ideas in mind, in this paper, we
propose a fractional order model for HIV dynam-
ics, where latency, pyroptosis and superinfection
are considered. The model is given in Section 2.
Its reproduction number and the stability of the
disease-free equilibrium are done in Section 3. In
Section 4, we analyze the global stability of the
disease free equilibrium, and the sensitivity anal-
ysis is done in Section 5. In Section 6, we simulate
the model for epidemiologically relevant parame-
ters and discuss the results. Finally in Section 7,
we state the main conclusions of this work.

2. The model

The uninfected CD4+ T cells, T (t), are produced
at rate s and die at rate d. These cells prolifer-
ate exponentially at a rate r, until reaching the
carrying capacity K. They are infected by HIV
or by infected CD4+ T cells at rates β and β1,
respectively. A fraction, (1−q), of infected CD4+

T cells becomes latently infected, L(t), and the
other fraction, q, is actively infected, I(t). The
latently infected CD4+ T cells become produc-
tively infected at a rate g and die at a rate aL.
The latently infected cells can be successfully su-
perinfected by productive virus at rate fqβ. As
the productive infection rate of latently CD4+ T
cells is lower than that of infected CD4+ T cells,
we considered the parameter f < 1. When in-
fected by CD4+ T cells, the latently CD4+ T
cells die by pyroptosis, which is a form of cell
death. Thus, cell-to-cell transmission contributes
for cells’ death at rate β1. The infected CD4+ T
cells, I(t), die at a rate aI . HIV, V (t), is pro-
duced by the infected CD4+ T cells at a rate p
and is cleared at a rate c. The nonlinear system
of fractional-order differential equations describ-
ing the dynamics of the model is given by:

dαT
dtα

= sα − dαT + rαT
(

1− T
K

)

− βαTV − βα
1 TI

dαL
dtα

= (1− q)(βαTV + βα
1 TI)− aαLL− fqβαLV

−βα
1 LI − gαL

dαI
dtα

= q(βαTV + βα
1 TI)− aαI I + fqβαLV + gαL

dαV
dtα

= pαI − cαV

(1)

where α ∈ (0, 1] is the order of the fractional de-
rivative, and ·α represents the · to the power of
α. When α = 1, then the model is the integer or-
der counterpart. The fractional derivative of the
proposed model is used in the Caputo sense.

3. Reproduction number

In this section, we compute the reproduction
number of model (1), R0, and the local stability of
its disease-free equilibrium. The basic reproduc-
tion number is defined as the number of CD4+ T
cells which are infected by one single cell entering
a completely susceptible population. We begin
by computing the reproduction number of system
(1), R0. We use the next generation method [15].

The disease-free equilibrium of model (1) is given
by:

P0 = (T0, L0, I0, V0)

=





Kα

[

rα−dα+
√

(rα−dα)2+ 4rαsα

K

]

2rα , 0, 0, 0





(2)

Using the notation in [15] on system (1), matri-
ces for the new infection terms, F , and the other
terms, V , are given by:

F =





0 (1− q)βα
1 T0 (1− q)βαT0

0 qβα
1 T0 qβαT0

0 0 0





V =





gα + aαL 0 0
−gα aαI 0
0 −pα cα





The associative basic reproduction number is
written as:

R0 = ρ(FV −1) =
T0(pαβα+cαβα

1
)(qaα

L
+gα)

cαaα
I
(gα+aα

L
) (3)

where ρ indicates the spectral radius of FV −1.

The linearization matrix of model (1) around the
disease-free equilibrium, P0, is:

M1 =





−
√

(rα − dα) + 4rαsα

K
0 −βα

1 T0 −βαT0

0 −aαL − gα (1− q)βα
1 T0 (1− q)βαT0

0 gα qβα
1 T0 − aαI qβαT0

0 0 pα −cα





Stability of P0 can be determined using the fol-
lowing lemmas:

Lemma 1. (Theorem 2, [16])

Let α
(

= p
q

)

where p, q ∈ Z+ and gdc(p, q) = 1.

Define M = q, then the disease-free equilibrium
P0 of the system (1) is asymptotically stable if
|arg(λ)| > π

2M for all roots λ of the following equa-
tion

det
(

diag
[

λMαλMαλMαλMα
]

−M1

)

= 0

Lemma 2. The disease-free equilibrium P0 of the
system (1) is unstable if R0 < 1.
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Proof. Expanding,

det
(

diag
[

λMαλMαλMαλMα
]

−M1

)

= 0

we have the following equation in terms of λ:

[

λMα +
√

(rα − dα) + 4rαsα

K

]

[

λ3Mα + (aαL + gα + aαI + cα − qβα
1 T0)λ

2Mα

+(cα(aαL + gα + aαI ) + (aαL + gα)aαI − T0(β
α
1 (qc

α + qaαL + gα) + βαqpα))λMα

+(aαL + gα)aαI c
α(1−R0)] = 0

(4)

Now arguments of the roots of the equation,

λMα +
√

(rα − dα) + 4rαsα

K
= 0, are given by:

arg(λk) =
π

Mα
+ k

2π

Mα
>

π

M
>

π

2M

where k = 0, 1, .., (Mα− 1).

Thus, using Lemma 1, we show that the disease-
free equilibrium, P0, of system (1) is stable if all
roots of the polynomial:

λ3Mα + (aαL + gα + aαI + cα − qβα
1 T0)λ

2Mα (cα(aαL + gα + aαI ) + (aαL + gα)aαI

−T0(β
α
1 (qc

α + qaαL + gα) + βαqpα))λMα + (aαL + gα)aαI c
α(1−R0) = 0

(5)

have argument greater than π
2M , for R0 < 1.

Finally, using Descartes’ rule of signs in equation
(5), we find that there is exactly one sign change
for R0 > 1. Thus there is exactly one positive
real root of the aforesaid equation for which the
argument is less than π

2M . We concluded that,
if R0 < 1, the disease-free equilibrium P0 of the
system (1) is stable. �

4. Global stability of the disease-free

equilibria

In this section, we compute the global stability of
the disease-free equilibrium of the model (1). We
rewrite model (1) as:

dαX
dtα

= F (X,Z)

dαZ
dtα

= G(X,Z), G(X, 0) = 0
(6)

where X = T and Z = (L, I, V ), with X ∈ R+

being the number of uninfected CD4+ T cells and
Z ∈ R3

+ denoting the number of latent and in-
fected CD4+ T cells, and virus.

The disease-free equilibrium is writ-
ten as U = (X⋆, 0), where X⋆ =




Kα

[

rα−dα+
√

(rα−dα)2+ 4rαsα

K

]

2rα , 0



.

The conditions (H1) and (H2) must be met to
guarantee the global asymptotic stability of the
disease-free equilibrium of the model (1):

(H1) : For dαX
dtα

= F (X, 0),
X⋆ is globally asymptotically stable

(H2) : G(X,Z) = AZ − Ĝ(X,Z), Ĝ ≥ 0,
for (X,Z) ∈ Υ1

(7)

where A = DZG(X⋆, 0) is a M-matrix (the off-
diagonal elements of A are non-negative) and Υ1

is the region where the model makes biological
sense. If the system (6) satisfies the conditions in
(7) the following theorem holds.

Theorem 1. The fixed point U = (X⋆, 0) is a
globally asymptotically stable equilibrium of the
system (6) provided that R0 < 1 and that the as-
sumptions in (7) are satisfied.

Proof. Let

F (X, 0) =
(

sα − dαT + rαT
(

1− T
K

))

(8)

and

A =





−gα − aαL (1− q)βα
1 T0 (1− q)βαT0

gα qβα
1 T0 − aαI qβαT0

0 pα −cα





(9)

and

Ĝ(X,Z) =





Ĝ1(X,Z)

Ĝ2(X,Z)

Ĝ3(X,Z)





=









(1− q)T0

(

1− T
T0

)

(βα
1 I + βαV ) + fqβαLV + βα

1 LI

qT0

(

1− T
T0

)

(βα
1 I + βαV )− fqβαLV

0









(10)

Thus Ĝ1(X,Z), Ĝ2(X,Z) ≥ 0 and Ĝ3(X,Z) =

0 ⇒ Ĝ(X,Z) ≥ 0. Conditions in (7) are satisfied,
thus the disease-free equilibrium of the model (1)
is globally asymptotically stable for R0 < 1. �

5. Sensitivity analysis

In this section we compute the sensitivity indexes
of the reproduction number, R0 (1). Sensitivity
indexes are given in Table 1 and provide informa-
tion on the variation of the value of R0 as a func-
tion of each parameter. We follow the procedure
proposed in [17]. Generically, when R0 > 1, the
epidemics spreads, on the other hand, for R0 < 1
the epidemics halts.
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Table 1. Sensitivity indexes for rel-
evant parameters of model (1).

Parameter Sensitivity index sign
β +
β1 +
p +
q +
g +
c -
aL -
aI -

6. Numerical results

We simulate the model (1) for different values
of the order of the fractional derivative, α and
for epidemiologically valid parameters. The pa-
rameters used in the simulations, based on [7, 8],
are: s = 10 day−1, d = 0.015 day−1, r = 0.03
day−1, K = 1500 mm−3, β = 0.0001 mm3 day−1,
β1 = 0.0001 mm3 day−1, q = 0.95, g = 0.001
day−1, aL = 0.03 day−1, f = 1/7, aI = 0.45
day−1, p = 2000 day−1, c = 23 day−1, and the ini-
tial conditions are: T (0) = 700, L(0) = I(0) = 0
and V (0) = 10.

Fiures 1-3 depict the number of latently infected
cells in the cases of existence and absence of py-
roptosis/superinfection. It is observed a higher
number of latent cells when there is no pyropto-
sis/superinfection, for the three values of the or-
der of the fractional derivative, α. In both cases,
with and without pyroptosis, there is a first in-
crease in the number of latent cells towards a
peak and then a convergence to an asymptotic
state. Moreover, the behaviour with pyropto-
sis/superinfection at α = 1 shows a minimum
after the peak and then a rise to the equilibrium
state. This may be due to the variation of the HIV
viral load, which is related with the phenomenon
of pyroptosis/superinfection, as follows. The HIV
viral load increase from lower levels is followed by
the rise of the latent cells. When the HIV load
reaches its peak value, the number of latent cell
decreases due to cell death by pyroptosis or by su-
perinfection. As the viral load declines and tends
asymptotically to its equilibrium, the latent pool
rebounds and increases to some value. Lower vi-
ral loads are associated with less pyroptosis and
less superinfection, which translates in the per-
severance of the latent cells’ pool. This rebound
feature is rapidly forgotten for smaller values of
the order of the fractional derivative α, probably
due to the memory property, which causes tran-
sients to be faster in these systems than in integer
order ones.
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Figure 1. Number of latent
cells with and without pyropto-
sis/superinfection, for α = 1. Param-
eter values and initial conditions in
the text.
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Figure 2. Number of latent
cells with and without pyropto-
sis/superinfection, for α = 0.7.
Parameter values and initial condi-
tions in the text.
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Figure 3. Number of latent
cells with and without pyropto-
sis/superinfection, for α = 0.5.
Parameter values and initial condi-
tions in the text.
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7. Conclusion

We proposed a non-integer order mathematical
model for HIV infection to study the influence
of pyroptosis and superinfection on the mainte-
nance of the latent reservoir. We computed the
basic reproduction number and the stability of the
disease-free equilibrium. The simulations of the
model provide good agreement with experimen-
tal data available in the literature concerning the
maintenance of the latent reservoir. It is observed
that as HIV load increases from lower levels, the
latent cells’ population also rises. When the vi-
ral load reaches its peak, the number of latent
cells decreases, due to cell death by pyroptosis
and superinfection. As the viral load declines and
tends asymptotically to its equilibrium, the latent
pool rebounds and increases to some threshold.
Thus, pyroptosis and superinfection, are impor-
tant players in the perseverance of the latent cells’
pool in HIV infection.
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The present study focuses on the numerical investigation of the Cauchy Mag-
netohyrodynamic (MHD) duct flow in the presence of an externally applied
oblique magnetic field, with a slipping and variably conducting wall portion of
the duct walls. The underspecified and overspecified boundary informations
for the velocity of the fluid and the induced magnetic field on both slipping
and variably conducting duct wall and its opposite part, respectively, consti-
tutes the Cauchy MHD duct flow problem. This study aims to recompute the
velocity of the fluid and induced magnetic field with specified slip length and
conductivity constant, respectively, on the underspecified wall which is both
slipping and variably conducting. The governing coupled convection-diffusion
type MHD equations for the direct and inverse formulations are solved in one
stroke using the dual reciprocity boundary element method (DRBEM). Both
the velocity and induced magnetic field and their normal derivatives to be used
as overspecified boundary conditions for the construction of Cauchy problem
are obtained through the direct formulation of the problem. The well-posed
iterations are used in the regularization of the ill-conditioned systems of lin-
ear algebraic equations resulting from the DRBEM discretization of Cauchy
problem (inverse problem). Numerical solutions for the slip velocity and in-
duced magnetic field are obtained for Hartmann number values M=5, 10, 50.
The main advantages of the DRBEM are its boundary only nature and the
capability of providing both the unknowns and their normal derivatives on
the underspecified walls so that the conductivity constant and the slip length
between them can be recovered at a low computational expense.
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1. Introduction

The effects of magnetic field through the elec-
trically conducting fluids, such as electrolytes,
blood plasmas, salt waters, liquid metals etc. are
concerned by the magnetohyrodynamics (MHD).
The combination of the Navier-Stokes equations
of fluid dynamics with the Maxwell’s equations
of electromagnetism through Ohm’s law describes
the conducting fluid motion under the impact of
externally applied magnetic field. The industrial

and biological applications of the magnetohydro-
dynamic fluid flow in channels are generally en-
countered in the MHD generators, MHD pumps,
accelerators, nuclear reactors, and the blood flow
pressure measurements [1].

The distance from the fluid to the channel walls
within the solid stage where the velocity of the
flow diminished is described as the slip length.
It is stated that the slip in the MHD flow will
likely occur in fusion reactors with liquid metal
flows in contact with ceramics as some current
experimental data shows. The presence of Dirich-
let/Neumann or mixed type boundary conditions
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for the velocity V and the induced magnetic field
B on the complete channel walls results in di-
rect problems. The slipping velocity is defined

with mixed boundary condition as V + α
∂V

∂n
= 0

where α is the slip length and the variably con-

ducting duct wall is defined with B + c
∂B

∂n
= 0

where c is the conductivity constant. Exact solu-
tions of the MHD equations exist for some partic-
ular duct geometries with no-slip and insulated or
perfectly conducting duct walls [1, 2]. Analytical
solutions in terms of asymptotic expansions are
given by Ligere et. al [3, 4] for MHD duct flow
with perfectly conducting Hartmann walls and
slipping side walls. The MHD equations are com-
monly solved using numerical methods in no-slip
and most general form of the wall conductivity
conditions [5–8]. In some engineering applications
some parts of the boundary may allow both the
velocity slip and conductivity change depending
on the material it is made of. Slip length and con-
ductivity constant on these parts of the boundary
can be determined when the MHD flow problem
is designed as a Cauchy problem. In this case, the
boundary conditions for the velocity of the fluid
can be incomplete either in the form of under-
specified or overspecified on different parts of the
boundary. These are called inverse problems or
Cauchy problems and it is well-known that they
are generally ill-posed [9]. Therefore, to solve such
kind of problems, a regularization technique must
be used.

The DRBEM transforms the differential equa-
tions defined in the problem region into integral
equations defined on the boundary, approximat-
ing also the inhomogeneities of the equations us-
ing radial basis functions which are related to dif-
ferential operator with particular solutions. By
this way, a system of discretized equations for
the boundary nodes and at some selected interior
points is solved [10]. One main advantage of BEM
or DRBEM is to provide both the unknown and
its normal derivative on the boundaries. There
are quite a number of BEM or DRBEM solutions
of MHD duct flow problems with no-slip velocity
condition and different combinations of wall con-
ductivities [5, 6, 8, 11, 12]. In the studies carried
by S. Smolentsev and E. Ligere [4,13], MHD flow
problems with slip velocity conditions and with
a known slip length in a channel are solved ana-
lytically on various parts of the duct walls. The
DRBEM solution of Cauchy MHD duct flow equa-
tions with a perturbed slipping upper boundary
is given in [14] by solving the MHD equations as
a whole.

In this paper, the numerical solutions of the di-
rect and Cauchy MHD flow problems are accom-
plished when one of the channel walls contains
both the slip and variably conducting conditions.
The slip length and the conductivity constant
are assumed to be unknown in the inverse or
Cauchy problem and thus, both the velocity, the
induced magnetic field and their normal deriva-
tives are going to be determined which are under-
specified boundary conditions on that part of the
duct walls. When the direct problem is solved
for a specified slip length and conductivity con-
stant with Dirichlet type velocity and induced
magnetic field conditions, the opposite side of the
duct wall contains overspecified conditions (both
the velocity, induced magnetic field and their nor-
mal derivatives obtained from the direct DRBEM
solution). The well-posed iterations are employed
to regularize the discretized ill-posed problem re-
sulting from the discretization of Cauchy MHD
problem. The numerical results are performed for
direct and inverse problems for Hartmann num-
ber values M = 5, 10, 50, and the regularization
method is examined in terms of convergence to
the solution of direct problem obtained with an
estimated slip length and conductiviy constant.
Also, the slip length and the conductivity con-
stant are regained through the Cauchy MHD flow
problem solution on the slipping and variably
conducting wall. The DRBEM has the advan-
tage of discretizing only the boundary and provid-
ing both the unknowns and their normal deriva-
tives on the boundary which form overdetermined
boundary information for the Cauhcy MHD flow
problem. Thus, it enables us to obtain the so-
lution of Cauchy MHD flow problem at a small
computational expense.

2. Mathematical formulation of the

problem

An electrically conducting fluid is flowing in a
long pipe of rectangular cross-section (duct) with

a pressure gradient
∂p

∂z
, and an external uniform

magnetic field is applied by forming an angle β
with the y-axis. The flow becomes fully devel-
oped in the direction of pipe-axis and the prob-
lem reduces to two-dimension in the duct. Thus,
the two-dimensional, steady and fully developed
MHD flow in a rectangular duct under the effect
of an externally applied oblique magnetic field is
considered [6].

The left vertical wall allows the slip of the
fluid and also variable conductivity. The non-
dimensional governing equations for the velocity
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V (x, y) of the fluid and the induced magnetic field
B(x, y) are [1]

∇2V +Mx

∂B

∂x
+My

∂B

∂y
= −1

in − 1 < x, y < 1

∇2B +Mx

∂V

∂x
+My

∂V

∂y
= 0

(1)

where Mx = Msin(β), My = Mcos(β) and

M = LB0

√

σ/νρ =
√

(Mx)2 + (My)2 is the
Hartmann number resulted during the non-
dimensionalization of the equations, and L, B0,
σ, ν and ρ are the characteristic length, the ex-
ternal magnetic field intensity, electrical conduc-
tivity, kinematic viscosity, and the density of the
fluid, respectively. The magnetic field applies in
the direction obtained with an angle β from the
y-axis.

The physical configuration of the MHD duct flow
problem with a slipping and variably conducting
left wall leads to the boundary conditions as

V = 0, B = 0 on y = ∓1, −1 < x < 1

V = 0, B = 0 on x = 1, −1 < y < 1

V + α
∂V

∂n
= 0 on x = −1, −1 < y < 1

B + c
∂B

∂n
= 0 on x = −1, −1 < y < 1.

(2)

The main purpose of the study is to regain the slip
length and conductivity constant on the slipping
and variably conducting portion (left wall) of the
duct walls. Hence, the MHD duct flow problem is
constructed as a Cauchy problem in terms of the
velocity V (x, y) and the induced magnetic field
B(x, y) as direct and inverse problems configured
in Figure 1.

x

y

B0

β

Figure 1. Boundary conditions for
the direct (left) and the Cauchy

(right) problems. Ṽ , B̃ denote direct
problem solution.

α is the dimensionless slip length and c is the con-
ductivity constant which are going to be gained
from the inverse formulation of the problem. First
the MHD problem (1)-(2) is going to be solved
for specific values of α and c. Then, with the
obtained normal derivative values of the velocity
and the induced magnetic field on the left wall,
the Cauchy problem is constructed.

3. The DRBEM application

The DRBEM is applied to the MHD differential
equations (1) by using the fundamental solution of
the Laplace equation which is u∗ = ln(1

r
)/2π, [10].

Therefore, the terms other than Laplacian are
considered as inhomogeneity and by weighting the
equations (1) by u∗ and applying Green’s second
identity two times, we obtain the following equa-
tions

ciVi +

∫

Γ

q∗V dΓ−

∫

Γ

u∗
∂V

∂n
dΓ =

∫

Ω

(−1−M
∂B

∂x
−My

∂B

∂y
)u∗dΩ =

∫

Ω

b1u
∗dΩ

(3)

ciBi +

∫

Γ

q∗BdΓ−

∫

Γ

u∗
∂B

∂n
dΓ =

∫

Ω

(−Mx

∂V

∂x
−My

∂V

∂y
)u∗dΩ =

∫

Ω

b2u
∗dΩ

(4)

where q∗ =
∂u∗

∂n
, Γ is the boundary x = ∓1, y =

∓1, and the index i denotes the source point. The
constant ci is 1/2 and 1 when the source point is
on the boundary and in the interior of the domain,
respectively.

The right hand side domain integrals contain
the inhomogeneities of equations (1) which can
be approximated by radial basis functions, e.g,
f(r) = 1 + r which are connected to particular
solutions ûj ’s with the equation ∇2ûj = fj . The
approximations of the integrands in the domain
integrals are given by

∑N+L
j=1 αjfj and

∑N+L
j=1 βjfj

for the equations (3) and (4), respectively, where
αj ’s and βj ’s are undetermined coefficients. The
radial basis functions are collocated at the dis-
cretized points as fij = 1 + rij giving the coor-
dinate matrix F = (fij) where rij is the distance
between the nodes i and j, N and L denote the
number of boundary and interior nodes, respec-
tively, when the boundary Γ is discretized using
N constant boundary elements. The collocation
of the inhomogeneities at N + L points results in
the systems Fα = b1, Fβ = b2.

Then, the right hand sides of the equations (3)-(4)
are rewritten as
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ciVi +

∫

Γ

q∗V dΓ−

∫

Γ

u∗
∂V

∂n
dΓ =

N+L
∑

j=1

αj(ciûij +

∫

Γ

q∗ûjdΓ−

∫

Γ

u∗
∂ûj
∂n

dΓ)

(5)

ciBi +

∫

Γ

q∗BdΓ−

∫

Γ

u∗
∂B

∂n
dΓ =

N+L
∑

j=1

βj(ciûij +

∫

Γ

q∗ûjdΓ−

∫

Γ

u∗
∂ûj
∂n

dΓ)

(6)

by applying the BEM also to the inhomo-
geneities connected to the same Laplace operator
as ∇2ûj = fj . The discretization of the boundary
results in a system of matrix vector equations

HV −G
∂V

∂n
=

(HÛ −GQ̂)F−1{−1−Mx

∂B

∂x
−My

∂B

∂y
}

(7)

HB −G
∂B

∂n
=

(HÛ −GQ̂)F−1{−Mx

∂V

∂x
−My

∂V

∂y
}.

(8)

The matrices Û , Q̂ and F are constructed by tak-
ing each of the vectors ûj , q̂j and fij = fj(ri) as
columns, respectively. The components of the H
and G matrices are given for constant elements as

Hij = ciδij +
1

2π

∫

Γj

∂

∂n
(ln(

1

r
))dΓj

Hii = −
N
∑

j=1,j 6=i

Hij

Gij =
1

2π

∫

Γj

ln(
1

r
)dΓj

Gii =
l

2π
(ln(

2

l
) + 1)

(9)

where l is the length of the elements and δij is the
Kronecker delta function.

The space derivatives for V and B are computed
by using the coordinate matrix as

∂V

∂x
=

∂F

∂x
F−1V,

∂B

∂x
=

∂F

∂x
F−1B,

∂V

∂y
=

∂F

∂y
F−1V,

∂B

∂y
=

∂F

∂y
F−1B

where the coordinate matrix F is invertible since
the leading diagonal of F is nonzero [10]. The
coupled matrix-vector equations (7) and (8) can
be solved together by constructing the whole sys-
tem as





HN+L×N+L KN+L×N+L

KN+L×N+L HN+L×N+L









VN+L×1

BN+L×1





=





GN+L×N+L 0N+L×N+L

0N+L×N+L GN+L×N+L















∂V

∂n N+L×1

∂B

∂n N+L×1











+





bN+L×1

0N+L×1





where K = (HÛ − GQ̂)F−1(Mx

∂F

∂x
F−1 +

My

∂F

∂y
F−1) and b = −(HÛ −GQ̂)F−1.

The solution of the above matrix-vector equa-

tion gives the unknown vectors V,B,
∂V

∂n
and

∂B

∂n
which are (N +L)× 1 vectors on each part of the
boundary.

4. The well-posed iterations

For the inverse MHD problem, the
∂Ṽ

∂n
and

∂B̃

∂n
values obtained from the direct formulation corre-
sponding to a specified slip length and conductiv-
ity constant are taken as overspecified boundary
conditions in addition to V = 0 and B = 0 on
the right wall. The DRBEM discretization of the
Cauchy MHD duct flow problem leads to an ill-
conditioned system of equations in the form of
Ax = b due to overspecified conditions on the
right wall and underspecified conditions on the
left wall. The iterative algorithm developed by
Kozlov et al. [15] is used to regularize the ill-posed
Cauchy problem including the following steps

Step 1. Solve the matrix-vector equations (7)-(8)
in one stroke as a direct problem with the speci-
fied α and c values given as in Figure 1 to get the
unknown values for V , B on x = −1 and their
normal derivatives on x = ∓1. Now, the Cauchy
MHD problem is constructed with the assump-
tion that the underspecified conditions on x = −1
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(neither V,B nor
∂V

∂n
,
∂B

∂n
are known) and over-

specified conditions on x = 1 (V,B and their nor-
mal derivatives are known).

Step 2. Solve the coupled discretized equation
(7)-(8) as a direct problem using the Dirichlet
type boundary conditions for V and B on x = ∓1
part of the boundary. The solution gives normal
derivatives of V and B everywhere on the bound-
ary.

Step 3. Use
∂V

∂n
and

∂B

∂n
on x = −1 and x = 1

obtained from Step 2 for solving the direct prob-
lem to find the new V , B values.

Step 4. Update the values of V and B with the
values obtained from step 3 on x = −1.

Step 5. Repeat steps 2-4 until the velocity and
the induced magentic field values converge to the
solution of the direct problem corresponding to
the specified slip length α and the conductivity
constant c.

5. Numerical results

In the application of the DRBEM, N =
80, 100, 160 constant boundary elements and L =
400, 625, 1600 interior nodes are taken for M =
5, 10, 50, respectively. In the well-posed itera-
tions, the convergence criteria is taken as 10−4

as the maximum absolute error in the values of V
and B, seperately, between the consecutive itera-
tions.

Although there are discontinuities at the cor-
ners of the rectangular duct due to the differ-
ent boundary conditions for V and B on each
part of the duct, since the constant boundary ele-
ments are used in the numerical solution through
the DRBEM, the nodes are not lying on the cor-
ners. Hence there is no discontinuity at the corner
points numerically (nodes are located at the cen-
ters of the constant boundary elements).

Table 1. Velocity and induced mag-
netic field values from the inverse so-
lution at the point (−1, 0), M =

10, β =
π

2
, α = 0.2, c = 0.3.

N V B

44 0.0630 0.0618
60 0.0623 0.0616
68 0.0621 0.0616
76 0.0620 0.0616
84 0.0619 0.0616
92 0.0619 0.0616
100 0.0618 0.0616
108 0.0618 0.0616
116 0.0618 0.0616

The mesh independence is shown in Table 1 for
Hartmann number M = 10. The velocity and
induced magnetic field values at the point x =
−1, y = 0 which is on the slipping and variably
conducting part of the duct are given for several
numbers of constant boundary elements. It is seen
that when N is taken as larger than N = 100, the
values of V and B are the same up to the order
10−4. Hence, N = 100 can be taken as the opti-
mal number of boundary elements for that Hart-
mann number.

The integrals in the off-diagonal entries of the
matrices H and G in (9) are calculated by us-
ing Gauss-Legendre integration with 16 points.
The diagonal entries Gii are evaluated theoreti-
cally taking care of the singularities and given in
equation (9). Hii are computed implicitly with
the assumption of a constant potential over the
whole boundary giving zero flux and HI = 0.

The direct problem is solved when the left wall is
taken as slipping and variably conducting by tak-
ing the slip length α = 0.2 and the conductivity
constant c = 0.3. In addition, the external mag-

netic field is applied with an angle β = 0,
π

4
,
π

3
,
π

2
formed with the y-axis.

The direct solutions for V and B are obtained
by using the radial basis functions as f = 1 + r,

f = 1 + r + r2, f = r2lnr for the angle β =
π

2
and the Hartmann number M = 10. The Figure
2 indicates that there is no significant difference
between the solutions, hence because of the sim-
plicity and computational effort, the rest of the
calculations are carried by using f = 1 + r.

f = 1 + r f = 1 + r + r2 f = r2lnr

V
B

Figure 2. Velocity and induced
magnetic field from direct solution,

β =
π

2
, α = 0.2, c = 0.3,M = 10.
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M = 5 M = 10 M = 50

V
B

Figure 3. Velocity and induced
magnetic field from direct problem,
β = 0, α = 0.2, c = 0.3.

M = 5 M = 10 M = 50

V
B

Figure 4. Velocity and induced
magnetic field from inverse solution,
β = 0.

The direct solutions of MHD flow equations (1)
for V and B with the boundary conditions (2)
and the slip length α = 0.2, conductivity con-
stant c = 0.3 on the left wall are presented for
Hartmann number values Ha = 5, 10, 50 for the
angle β = 0 in Figure 3. It is noted that when
β = 0, the external magnetic field B0 applies in
the y-direction. It is observed that as Ha number
increases, Hartmann layers near the top and bot-
tom walls are developed for both V and B which
is a well-known behaviour of the MHD duct flow.
Also, on the left wall the slip effect is observed
which is weakened when M increases. In addi-
tion, as M increases, the core region of the fluid
enlarges and flow becomes flattened. The induced
current seperates into two bunches. Due to the
variable conductivity, current lines cross the left
walls.

Figure 4 shows the velocity behaviours for the
Cauchy MHD flow problem resulted from the
well-posed iterations for M = 5, 10, 50 and β = 0.
It can be seen that the velocity contours obtained
from the inverse formulation are in a very well
agreement with the ones in the direct problem
obtained for α = 0.2 and c = 0.3.

M = 5 M = 10 M = 50

V
B

Figure 5. Velocity and induced
magnetic field from direct problem,

β =
π

2
, α = 0.2, c = 0.3.

M = 5 M = 10 M = 50

V
B

Figure 6. Velocity and induced
magnetic field from inverse solution,

β =
π

2
.

In Figures 5-6, the angle β is taken as β =
π

2
,

i.e, the external magnetic field applies in the x-
direction. It is clearly seen that the slip and vari-
able conductivity effect weakens the Hartmann
layer near the left wall. A further increase in Hart-
mann number separates the flow through the top
and bottom walls and diminishes the slip phenom-
enon on the left wall. In addition, the solutions of
the direct and inverse problems are in a very well
agreement in the sense of fluid movement and the
induced current behavior.

Due to the variable conductivity, current lines
cross the left walls. An increase in M results in
squeezing the right bunch of the induced current
through the right wall.
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M = 5 M = 10 M = 50

V
B

Figure 7. Velocity and induced
magnetic field from direct problem,

β =
π

4
, α = 0.2, c = 0.3.

M = 5 M = 10 M = 50

V
B

Figure 8. Velocity and induced
magnetic field from inverse solution,

β =
π

4
.

M = 5 M = 10 M = 50

V
B

Figure 9. Velocity and induced
magnetic field from direct problem,

β =
π

3
, α = 0.2, c = 0.3.

M = 5 M = 10 M = 50

V
B

Figure 10. Velocity and induced
magnetic field from inverse solution,

β =
π

3
.

When the angle β =
π

4
,
π

3
are taken, the direct

and inverse solutions for the velocity V and the
induced magnetic field B are given in the Figures
6-9. It is depicted that the core region of the fluid
rotates in accordance with the angle β with the
y-axis showing the slip near the left wall. The
boundary layers are directed near the corners of
the duct in the external applied magnetic field di-
rection showing the well-known behavior of the
MHD duct flow. It is observed that the Cauchy
MHD flow problem solutions through the well-
posed iterations show the very well agreement
with the ones in the direct problem solutions for
each angle considered.

5.1. Reconstruction of the slip length and
the conductivity constant

In this study, the main purpose of the Cauchy for-
mulation of MHD duct flow problem is to regain
the slip length α and the conductivity constant
c on both the slipping and variably conducting
part of the boundary. Since the slip condition
and variable conductivity condition contain both
the velocity, the induced magnetic field and their
normal derivative values on the left part of the
boundary, one need both of these computed val-

ues to extract α from the equation V +α
∂V

∂n
= 0

and also c from B + c
∂B

∂n
= 0. The boundary el-

ement method is the unique numerical procedure
which provides the normal derivative if the solu-
tion itself is known or vice versa. Thus, we made
use of the knowledge of direct solutions to obtain
normal derivative values of the velocity and the
induced magnetic field through the Cauchy MHD
flow problem solution.

Resized slip length and the conductivity constant
on the left wall from the inverse formulations are
computed through the relation
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α = −V/
∂V

∂n
and c = −B/

∂B

∂n
where V , B and

their normal derivatives are obtained by DRBEM.
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(a) slip length, α.
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(b) conductivity constant, c.

Figure 11. β =
π
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, x = −1.
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(a) slip length, α.
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(b) conductivity constant, c.

Figure 12. β =
π

3
, x = −1.
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(a) slip length, α.
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(b) conductivity constant, c.

Figure 13. β =
π

2
, x = −1.

Figures 10-13 show that the slip length α = 0.2
and the conductivity constant c = 0.3 are very
well approached from the Cauchy MHD flow prob-
lem for all of the points on the slipping and vari-

ably conducting left wall for β = 0,
π

4
,
π

3
,
π

2
, and

M = 5, 10, 50 when the well-posed iterations tech-
nique is used.

6. Conclusion

The direct and Cauchy formulations are con-
structed for the MHD rectangular duct flow prob-
lems in terms of the slip velocity and induced
magnetic field on the left wall, and they are solved
by using the DRBEM. The Cauchy problems are
considered with the normal derivatives of the ve-
locity and induced magnetic field on the right
wall obtained from the direct solution to deter-
mine the underspecified velocity informations on
the left part of the boundary. The well-posed it-
erations are used to regularize the Cauchy MHD
flow problem and the inverse solutions for the ve-
locity and induced magnetic field on the slipping
and variably conducting duct wall are obtained
for several orientations of the external magnetic
field. The Cauchy problems resized the slip veloc-
ities and the varying induced magnetic fields using
the solution of corresponding direct problem with
a preassigned slip length and conductivity con-
stant for M = 5, 10, 50. When reconstructing slip
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length and conductivity constant from the well-
posed iterations, it is clearly seen that it gives the
same estimated slip length and conductivity con-
stant value used in the direct problem. Providing
both the velocity, the induced magnetic field and
their normal derivative values on the underspec-
ified wall, extracting the slip length α and con-
ductivity constant c between them and discretiz-
ing only the boundary of the problem region, the
DRBEM is the most appropriate numerical tech-
nique for the solution of Cauchy MHD duct flow
problems.
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1. Introduction

In this article, we discuss the approximate
controllability of nonlocal Sobolev type non-
autonomous evolution equations in a separable
Hilbert space X:

d

dt
[Ex(t)] +A(t)x(t) = F(t, x(t)) + Bu(t),

t ∈ (0, b],

x(0) + G(x) = x0, x0 ∈ D(E), (1)

where A(t), E are X-valued linear operators with
domains are subsets ofX, and F isX-valued func-
tion defined over J × X, G is D(E)-valued func-
tion defined over C(J,X), J = [0, b]. The control
function u ∈ L2(J,U), U is a Hilbert space and B

is X-valued linear and bounded operator defined
over U.

The Sobolev type differential equations appears
in several fields such as thermodynamics [1], fluid
flow via fissured rocks [2], and mechanics of soil

[3]. Brill [4] first established the existence of solu-
tion for a semilinear Sobolev differential equation
in a Banach space. Lightbourne et al. [5] studied
a partial differential equation of Sobolev type.

Generalization of classical initial condition which
is known as nonlocal condition is more effective to
obtain better results. Nonlocal Cauchy problem
was first considered by Byszewski [6].

Controllability is an important issue in engineer-
ing and mathematical control theory. The prob-
lem of exact controllability is to show that there
exists a control function, that steers the solution
of the system from its initial state to the given fi-
nal state. However in approximate controllability,
it is possible to steer the solution of the system
from its initial state to arbitrary small neighbour-
hood of the the final state. Mostly the problem
of controllability for various kinds of differential,
integro-differential equations and impulsive differ-
ential equations are studied for autonomous sys-
tems. For more details, we refer to [7] - [13].

The existence of mild solutions for a non-
autonomous nonlocal integro-differential equation
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is investigated by Yan [14] via Banach contrac-
tion principle, Schauder’s fixed point theorem
and the theory of evolution families. Haloi et
al. [15] generalized the above results for non-
autonomous differential equations with deviated
arguments by the use of theory of analytic semi-
group and Banach fixed point theorem. Alka
et al. [16] generalized the results of [15] for in-
stantaneous impulsive non-autonomous differen-
tial equations with iterated deviating arguments.
Hamdy [17] studied sufficient conditions for con-
trollability of autonomous Sobolev type fractional
integro-differential equations with the help of
Schauder’s fixed point theorem and the theory
of compact semigroup. Mahmudov [18] discussed
the approximate controllability of autonomous
fractional Sobolev type differential system in Ba-
nach space with the help of Schauder’s fixed point
theorem. Recently, Haloi [19] established suffi-
cient conditions for approximate controllability of
non-autonomous nonlocal delay differential sys-
tems with deviating arguments by using theory of
compact semigroup and Krasnoselskii fixed point
theorem.

To the best of our knowledge, no work yet
available on approximate controllability of non-
autonomous Sobolev type differential systems, in-
spired by this, we consider the system (1) to find
the sufficient conditions for the approximate con-
trollability.

The remaining part of the article is organized as
following. Section 2 is concerned with some basic
notations and definitions, also we will introduce
the expression for mild solutions of the system (1).
In section 3, we will study our main results. In
section 4, we will present an example to illustrate
our results. In last section 5, we will discuss the
conclusions.

2. Preliminaries

This section is concerned with some basic as-
sumptions, definitions and theorems required to
prove our objectives. For more details, we re-
fer [7], [20] and [21]. Let us denote C(J,X)
for the complete norm space of all continuous
maps from J to X, for a finite constant r > 0,
let Ωr = {x ∈ C(J,X) : ‖x(t)‖ 6 r, t ∈ J}.
Lp(J,X)(1 6 p < ∞) is the Banach space of all
Bochner integrable functions from J to X with

norm ‖x‖Lp(J,X) = (
∫ b

0 ‖x(t)‖pdt)
1

p .

Now, we impose the following restrictions (see [4],
[20], [21]).

(A1) The operator A(t) is closed, domain of
A(t) is dense in X and independent of t.

(A2) For Re(ϑ) 6 0, t ∈ J , the resolvent opera-
tor of A(t) exists and satisfies ‖R(ϑ; t)‖ 6

ς
|ϑ|+1 , for some positive constant ς.

(A3) For each fixed τ3 ∈ J , there are constants
K > 0, ρ ∈ (0, 1] such that ‖[A(τ1) −
A(τ2)]A

−1(τ3)‖ 6 K|τ1 − τ2|
ρ for any

τ1, τ2 ∈ J.

(S1) E is closed, bijective operator, and
D(E) ⊂ D(A).

(S2) E
−1 : X → D(E) is compact.

The assumptions (A1), (A2) imply that −A(t)
generates an analytic semigroup in B(X), where
the symbol B(X) stands for Banach space of
all bounded linear operators on X. The closed
graph theorem with the above assumptions imply
that the linear operator −A(t)E−1 : X → X is
bounded, and so for each t ∈ J , −A(t)E−1 gener-
ates a semigroup of bounded linear operators and
hence a unique evolution system {S(t1, t2) : 0 6

t2 6 t1 6 b} on X, which satisfies (see [14], [20],
[21]):

(i) S(t1, t2) ∈ B(X) and is continuous
strongly in t1, t2 for 0 6 t2 6 t1 6 b.

(ii) S(t1, t2)x ∈ D(A), x ∈ X, 0 6 t2 6 t1 6

b.
(iii) S(t1, t2)S(t2, t3) = S(t1, t3), 0 6 t3 6

t2 6 t1 6 b.
(iv) S(η, η) is identity operator, for η ∈ J .
(v) ‖S(t1, t2)‖ 6 M, 0 6 t2 6 t1 6 b, for

some positive constant M.
(vi) For each fixed t2, {S(t1, t2), t2 < t1} is

uniformly continuous in uniform operator
norm.

(vii) For 0 6 t2 < t1 6 b, the derivative
∂S(t1,t2)

∂t1
exists in strong operator topol-

ogy, is strongly continuous in t1. More-
over,

∂S(t1, t2)

∂t1
+A(t1)S(t1, t2) = 0, 0 6 t2 < t1 6 b.

Theorem 1. ( [4, 20]) Let F is a uniformly
Hölder continuous function on J with exponent
β ∈ (0, 1], and the assumptions (A1)-(A3), (S1)-
(S2) hold, then the unique solution for the linear
Cauchy problem

d

dt
[Ex(t)] +A(t)x(t) = F(t), t ∈ J,

x(0) = x0 ∈ D(E), (2)

is given by
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x(t) = E
−1S(t, 0)Ex0

+

∫ t

0
E
−1S(t, s)F(s)ds. (3)

Definition 1. A mild solution of (1) is a func-
tion x ∈ C(J,X) satisfying the following integral
equation

x(̺) = E
−1S(̺, 0)E(x0 − G(x))

+

∫ ̺

0
E
−1S(̺, η)[F(η, x(η)) + Bu(η)]dη,

̺ ∈ J.

For the control u and initial data x0, use x
b(x0, u)

to denote the state value at time b. The set
R(b, x0) = {xb(x0, u) : u ∈ L2(J,U)}, is called
the reachable set at time b.

Definition 2. ( [8]) If R(b, x0) is dense in X, the
system (1) is called approximately controllable on
J .

Consider the linear control system:

d

dt
[Ex(t)] +A(t)x(t) = Bu(t), t ∈ J,

x(0) = x0. (4)

Corresponding to (4), the controllability operator
is given as

Γb
0 =

∫ b

0
V(b, η)BB∗V∗(b, η)dη, (5)

where V(t, s) := E
−1S(t, s), ∗ denotes the adjoint

of the operator. Notice that Γb
0 is a bounded lin-

ear operator.

Theorem 2. ( [8]) The necessary and sufficient
conditions for the linear system (4) to be approx-
imately controllable on J is that, δR(δ,Γb

0) → 0
as δ → 0+ in the strong operator topology, where
R(δ,Γb

0) := (δI + Γb
0)

−1, δ > 0.

Now, we recall the Krasnoselskii fixed point tech-
nique.

Theorem 3. ( [22]) Let S is a convex bounded
closed subset of a Banach space X. Suppose that
F1, F2 be be two X-valued operators defined on
S such that such that F1x + F2y ∈ S whenever
x, y ∈ S, F1 is continuous and compact, and F2

is contraction map. Then F1+F2 has a fixed point
in S.

3. Main results

In this section, we prove the existence of mild so-
lutions and approximate controllability of (1). For

x ∈ C(J,X), consider the control function for the
system (1) as following :

u(t) = uλ(t, x) = B
∗V∗(b, t)R(λ,Γb

0)p(x), (6)

with

p(x) = xb − V(b, 0)E(x0 − G(x))

−

∫ b

0
V(b, η)F(η, x(η))dη. (7)

For any λ > 0, define Fλ on C(J,X) as following:

(Fλx)(̺) = (Φλx)(̺) + (Ψλx)(̺), ̺ ∈ J, (8)

where

(Φλx)(̺) = V(̺, 0)E(x0 − G(x))

+

∫ ̺

0
V(̺, η)F(η, x(η))dη,

(Ψλx)(̺) =

∫ ̺

0
V(̺, η)Buλ(η)dη. (9)

Now, we state the assumptions that are useful to
prove our objective.

(H1) S(t, s), is a compact evolution system
whenever t− s > 0 (0 6 s < t 6 b).

(H2) The function F(·, x) from J to X is
Lebesgue measurable for every fixed x ∈
X, and the function F(t, ·) from X to X

is continuous for every fixed t ∈ J , and
for all ̺ ∈ J , η1, η2,∈ X , we have

‖F(̺, η1)−F(̺, η2)‖ 6 L1‖η1 − η2‖,

for some constant L1 > 0.
(H3) The function G from C(J,X) to D(E) is

continuous and there is a constant L2 > 0
such that

‖E(G(x1)− G(x2))‖ 6 L2‖x1 − x2‖,

∀x1 , x2 ∈ C(J,X).

(H4) (A1)-(A3) and (S1), (S2) hold.

For convenience, we use the following notations:

N1 = sup
t∈J

‖F(t, 0)‖, K1 = (L1r +N1)b,

M1 = ‖B‖, M2 = ‖E−1‖.

Lemma 1. If the assumption (H2) holds,
then for x ∈ Ωr and ̺ ∈ J we have
∫ ̺

0 ‖F(η, x(η))‖dη 6 K1.

Proof. By assumption (H2), we get
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∫ ̺

0
‖F(η, x(η))‖dη 6

∫ ̺

0

(

‖F(η, x(η))

−F(η, 0)‖+ ‖F(η, 0)‖

)

dη

6

∫ ̺

0
(L1‖x‖+N1)dη

6 (L1r +N1)b = K1.

�

Theorem 4. Let the assumptions (H1)-(H4)
hold and the functions E(G(0)) is bounded, then
a mild solution to the system (1) exists, provided
that

Λ := M2M(L2 + L1b) < 1. (10)

Proof. The proof is divided into the following
steps :

Step I: For λ > 0, we have a constant R (de-
pends on λ), satisfying Fλ(ΩR) ⊂ ΩR.
For any positive constant r and x ∈ Ωr, if t ∈ J ,
then by using (6), (H3) and Lemma (1), we have

uλ(t, x) = B
∗V∗(b, t)R(λ,Γb

0)

[

xb

−V(b, 0)E(x0 − G(x))

−

∫ b

0
V(b, η)F(η, x(η))dη

]

‖uλ(t, x)‖ 6
M1M2M

λ

[

‖xb‖+M2M(‖Ex0‖

+‖E(G(x)− G(0))‖+ ‖EG(0)‖)

+M2MK1

]

6
M1M2M

λ

[

‖xb‖+M2M(‖Ex0‖

+L2r + ‖EG(0)‖) +M2MK1

]

:= K2, (11)

and from (8), (11), we obtain

(Fλx)(t) = V(t, 0)E(x0 − G(x))

+

∫ t

0
V(t, η)F(η, x(η))dη

+

∫ t

0
V(t, η)Buλ(η, x)dη

‖(Fλx)(t)‖ 6 ‖V(t, 0)‖(‖E(x0)‖+ ‖EG(x)‖)

+

∫ t

0
‖V(t, η)‖‖F(η, x(η))‖dη

+

∫ t

0
‖V(t, η)‖‖B‖‖uλ(η, x)‖dη

6 M2M(‖Ex0‖+ L2r + ‖EG(0)‖)

+M2MK1

+M2MM1K2b. (12)

This implies, for large enough r > 0, Fλ(Ωr) ⊂ Ωr

holds.

Step II: Φλ : ΩR → ΩR is contraction.
For x, y ∈ ΩR and t ∈ J , using (H2) and (H3) we
obtain

‖(Φλx)(t)− (Φλy)(t)‖ 6 ‖V(t, 0)E(G(x)

−G(y))‖

+

∫ t

0
‖V(t, s)‖

‖F(s, x(s))

−F(s, y(s))‖ds

6 M2ML2‖x− y‖

+M2M
∫ t

0
L1‖x− y‖ds

6 M2ML2‖x− y‖

+M2ML1b‖x− y‖

6 M2M(L2 + L1b)

‖x− y‖

= Λ‖x− y‖. (13)

Since Λ < 1, therefore Φλ is contraction.

Step III: Ψλ is continuous in ΩR.
Consider {xn} be a sequence in ΩR with
limn→∞ xn = x in ΩR. From continuity of non-
linear term F with respect to state variable, we
have

lim
n→∞

F(η, xn(η)) = F(η, x(η)), for each η ∈ J.

So, we can conclude that

sup
η∈J

‖F(η, xn(η))−F(η, x(η))‖ → 0 as n → ∞.

(14)

For t ∈ J , (S1), (H3), and (14) yield the following
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‖p(xn)− p(x)‖ 6 M2M‖EG(xn)− EG(x)‖

+M2M

∫ b

0
‖F(ζ, xn(ζ))

−F(ζ, x(ζ))‖dζ

6 M2M‖EG(xn)− EG(x)‖

+M2Mb sup
ζ∈J

‖F(ζ, xn(ζ))

−F(ζ, x(ζ))‖

→ 0 as n → ∞, (15)

therefore (6) implies that

‖uλ(η, xn)− uλ(η, x)‖ → 0 as n → ∞, (16)

and so

‖(Ψλxn)(t)− (Ψλx)(t)‖ 6 M2MM1b

sup
η∈J

‖uλ(η, xn)

−uλ(η, x)‖

→ 0 as n → ∞,

which means Ψλ is continuous in ΩR.

Step IV: Ψλ : ΩR → ΩR is compact. For this we
need to show :

(i): The set {(Ψλx)(̺) : x ∈ ΩR} is relatively
compact subset of X, for each ̺ ∈ J .
For ̺ = 0, obviously the set {(Ψλx)(0) : x ∈
ΩR} = {0} is compact subset of X. For fixed

̺ ∈ (0, b], and ξ ∈ (0, ̺), consider an operator Ψξ
λ

on ΩR as following

(Ψξ
λx)(̺) =

∫ ̺−ξ

0
V(̺, η)Buλ(η, x)dη

=

∫ ̺−ξ

0
E
−1S(̺, ̺− ξ)

S(̺− ξ, η)Buλ(η, x)dη

= E
−1S(̺, ̺− ξ)

∫ ̺−ξ

0
S(̺− ξ, η)Buλ(η, x)dη

= E
−1S(̺, ̺− ξ)y(̺, ξ).

Since E−1 and S(̺, ̺−ξ) are compact, and y(̺, ξ)

is bounded on ΩR, we get {(Ψξ
λx)(̺) : x ∈ ΩR} is

relatively compact subset of X. Also

‖(Ψλx)(̺)− (Ψξ
λx)(̺)‖ 6

∫ ̺

̺−ξ

‖V(̺, η)B

uλ(η, x)‖dη

6 M2MM1ξ‖uλ‖

→ 0 as ξ → 0.

Hence, {(Ψλx)(̺) : x ∈ ΩR} is relatively compact
subset of X.

(ii): Now, we show {Ψλx : x ∈ ΩR} is equicon-
tinuous. For any x ∈ ΩR and 0 6 ̺1 < ̺2 6 b,
we have

‖(Ψλx)(̺2)− (Ψλx)(̺1)‖ =

∥

∥

∥

∥

∫ ̺2

0
E
−1S(̺2, η)

Buλ(η, x)dη

−

∫ ̺1

0
E
−1S(̺1, η)

Buλ(η, x)dη

∥

∥

∥

∥

6

∥

∥

∥

∥

∫ ̺1

0
E
−1[S(̺2, η)

−S(̺1, η)]

Buλ(η, x)dη

∥

∥

∥

∥

+

∥

∥

∥

∥

∫ ̺2

̺1

E
−1S(̺2, η)

Buλ(η, x)dη

∥

∥

∥

∥

6 J1 + J2.

For ̺1 = 0, it is easy to see that J1 = 0. When
̺1 > 0, let ε > 0 small enough, we obtain

J1 6

∥

∥

∥

∥

∫ ̺1−ε

0
E
−1[S(̺2, η)− S(̺1, η)]

Buλ(η, x)dη

∥

∥

∥

∥

+

∥

∥

∥

∥

∫ ̺1

̺1−ε

E
−1[S(̺2, η)− S(̺1, η)]

Buλ(η, x)dη

∥

∥

∥

∥

6 M2M1(̺1 − ε)‖uλ‖

sup
η∈[0,̺1−ε]

‖S(̺2, η)− S(̺1, η)‖

+2M2MM1ε‖uλ‖

J2 6 M2MM1‖uλ‖(̺2 − ̺1)
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Hence, J1, J2 → as ̺2 → ̺1, ε → 0. As a re-
sult ‖(Ψλx)(̺2) − (Ψλx)(̺1)‖ → 0 independently
of x ∈ ΩR as ̺2 → ̺1, which means that Ψλ :
ΩR → ΩR is equicontinuous. Thus, by Arzela-
Ascoli theorem, Ψλ is compact on ΩR.

Therefore Krasnoselskii fixed point theorem im-
plies that Fλ has a fixed point, which is a mild
solution to the problem (1). �

Now, we are ready to discuss the approximate con-
trollability of the system (1). In order to prove it,
the following hypotheses are also required:

(H5) δR(δ,Γb
0) → 0 whenever δ → 0+ in strong

operator topology.
(H6) There exist constants L3 > 0 and L4 > 0,

such that

‖EG(x)‖ 6 L3, ∀x ∈ C(J,X),

‖F(t, x)‖ 6 L4, ∀(t, x) ∈ J ×X.

Theorem 5. If the assumptions of Theorem 4 as
well as hypotheses (H5) and (H6) are satisfied,
then (1) is approximately controllable on J .

Proof. Theorem 4 guaranteed that Fλ has a fixed
point in ΩR. Let xλ is a mild solution of (1) under
the control uλ(t, xλ) given by (6) and satisfies

xλ(b) = V(b, 0)E(x0 − G(xλ))

+

∫ b

0
V(b, η)[F(η, xλ(η))

+Buλ(η, xλ)]dη

= xb − p(xλ) +

∫ b

0
V(b, η)

Buλ(η, xλ)dη

= xb − p(xλ) +

∫ b

0
V(b, η)

BB
∗V∗(b, η)R(λ,Γb

0)p(xλ)dη

= xb − p(xλ) + Γb
0R(λ,Γb

0)p(xλ)

= xb − [I − Γb
0(λI + Γb

0)
−1]p(xλ)

= xb − λR(λ,Γb
0)p(xλ), (17)

where

p(xλ) = xb − V(b, 0)E(x0 − G(xλ))

−

∫ b

0
V(b, η)F(η, xλ(η))dη.

According to the compactness of E−1, S(t, s), and
the uniform boundedness of EG, we see that there
exists a subsequence of {V(b, 0)EG(xλ) : λ > 0},
still denoted by it, converges to some xg ∈ X as
λ → 0. Since F is uniformly bounded, we get

∫ b

0
‖F(η, xλ(η))‖

2dη 6 L2
4b.

Hence F(·, xλ(·)) is a bounded sequence in
L2(J,X). So, {F(·, xλ(·)) : λ > 0} has a sub-
sequence, still denoted by it, converges weakly to
some F(·) ∈ L2(J,X). Define

̟ = xb − V(b, 0)Ex0 + xg −

∫ b

0
V(b, s)F(s)ds.

Now, we get

‖p(xλ)−̟‖ 6 ‖V(b, 0)EG(xλ)− xg‖

+M

∫ b

0
‖F(s, xλ(s))−F(s)‖ds

→ 0 as λ → 0+. (18)

From (17), (18), and (H5), we obtain

‖xλ(b)− xb‖ 6 ‖λR(λ,Γb
0)p(xλ)‖

6 ‖λR(λ,Γb
0)̟‖

+‖λR(λ,Γb
0)‖‖p(xλ)−̟‖

6 ‖λR(λ,Γb
0)̟‖+ ‖p(xλ)−̟‖

→ 0 as λ → 0+.

Hence, (1) is approximately controllable. �

4. Example

Consider a control system governed by the follow-
ing partial differential equation :

∂

∂t
[x(t, z)− xzz(t, z)] + [a(t, z) +

∂2

∂z2
]x(t, z)

= µ(t, z) + sinx(t, z),

z ∈ (0, π), t ∈ (0, 1];

x(t, 0) = x(t, π) = 0, t ∈ [0, 1];

x(0, z) +
et

c(1 + et)
cosx(t, z) = x0(z),

z ∈ (0, π); (19)

where X = U = L2([0, 1] × [0, π],R), x0(z) ∈
D(E), a(t, z) ∈ C1([0, π] × [0, 1],R), J = [0, 1],
i.e. b = 1, and c is positive constant. Define

A(t)x(t, z) = [a(t, z) +
∂2

∂z2
]x(t, z),

Ex = x− xzz, (20)

where D(A(t)), D(E) is given by H2(0, π) ∩
H1

0 (0, π). Therefore, −A(t) generates a com-
pact evolution system of bounded linear operators
W (t, s) on X and is given by (see [19])
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W (t, s)x = T (t− s)e
∫ t

s
a(τ)dτx, x ∈ D(A(t)).

(21)

Here

T (t)x =
∞
∑

n=1

e−n2t < x, en > en,

with en(z) =
√

2
π
sin(nz), 0 6 z 6 π, n =

1, 2, . . . .

The operator E can be written as following (see
[5])

Ex =
∞
∑

n=1

(1 + n2) < x, en > en, x ∈ D(E). (22)

Furthermore for x ∈ X, we have

E
−1x =

∞
∑

n=1

1

1 + n2
< x, en > en, (23)

which is compact. So, the operator −A(t)E−1

generates a compact evolution system of bounded
linear operators that is given as

S(t, s)x = U(t− s)e
∫ t

s
a(τ)dτx, (24)

where

U(t)x =
∞
∑

n=1

e
−n2

1+n2 t < x, en > en.

Hence assumptions (H1), (H4) hold. By putting
x(t) = x(t, ·) which means x(t)(z) = x(t, z), t ∈
[0, 1], z ∈ [0, π] and u(t) = µ(t, ·) is continuous.
Let the bounded linear operator B : U → X is
defined as Bu(t)(z) = µ(t, z). Further

F(t, x(t))(z) = sinx(t, z),

G(x) =
et

c(1 + et)
cosx.

So, the system (19) can be formulated into the
abstract form of (1). Note that EG(x) =

2et

c(1+et) cosx. Observe that the functions F ,G

satisfies the assumptions (H2), (H3), and also
F ,EG are uniformly bounded. Now it is needed
to check the approximately controllability of the
associated linear system, for this we show that

B
∗V∗(b, s)x = 0, s ∈ [0, b) ⇒ x = 0, (25)

where V(t, s) = E
−1S(t, s). Notice that S and

E
−1 are self adjoint. Indeed,

B
∗V∗(b, s)x = V∗(b, s)x = S∗(b, s)(E−1)∗x

= S(b, s)E−1x

= e
∫ b

s
a(τ)dτ

∞
∑

n=1

e
−n2

1+n2 (b−s)

< E
−1x, en > en

= e
∫ b

s
a(τ)dτ

∞
∑

n=1

1

1 + n2
e

−n2

1+n2 (b−s)

< x, en > en. (26)

This implies that the condition (25) holds, and
hence the assumption (H5). Thus by Theorem 5,
the system (19) is approximately controllable on
J.

5. Conclusion

In this work, we have obtained that the mild so-
lutions for non-autonomous Sobolev differential
equations with nonlocal condition exist mainly by
the help of evolution system of bounded linear op-
erators and Krasnoselskii fixed point technique.
Also we have determined the sufficient conditions
for approximate controllability by using the con-
trollability of corresponding linear system. The
results developed in this article can be extended
to the study of existence of mild solutions and ap-
proximate controllability for neutral and impulsive
differential systems. Moreover the obtained re-
sults also can be generalized for fractional Sobolev,
neutral and impulsive differential systems.
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In this paper, we derive some new soliton solutions to (2 + 1)-Boiti-Leon
Pempinelli equations with conformable derivative by using an expansion tech-
nique based on the Sinh-Gordon equation. The obtained solutions have differ-
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1. Introduction

Partial differential equations play an important
role in interpretation and modeling of many phe-
nomena appearing in applied mathematics and
physics including flu d mechanics, electrical cir-
cuits, diffusion, damping laws, relaxation pro-
cesses, optimal control theory, solid mechanics,
propagation of waves, chemistry, biology, and
so on. Therefore, seeking solutions for partial
differential equations is an important aspect of
scientifi research.
Besides, many scientists have focused on new
find ngs to the nonlinear partial differential equa-
tions, such as traveling wave solutions, complex
funtions, trigonometric functions, Jacobi ellip-
tic functions, and so on. For constructing such
solutions, there exist numerous efficient tech-
niques. For example, Sumudu homotopy pertur-
bation transform method [1]- [4], Lie symmetry
method [5], tan(φ(ξ)/2)− expansion method [6,7],
generalized trigonometry functions [8], Riccati
equation expansion technique [9], Jacobi elliptic
function technique [10] and extended Jacobian

elliptic function technique [11], etc. For more in-
formations about the analytical methods, we refer
the reader to the following references [12]- [20].

In this article, we adopt a transformation method
based on a sinh-Gordon expansion equation to ob-
tain new soliton solutions of Boiti-Leon Pimpinelli
equations (BLP) with conformable derivative.
For more details on BLP equation we refer the
reader to the references [21]- [23].
On the other hand, the following equation

∂2u

∂x∂t
= α sinhu, (1)

is called Sinh-Gordon equation and arises in var-
ious areas of nonlinear sciences, where α is an
arbitrary constant.
Using the traveling wave transformation

{

u(x, t) = U(ξ)
ξ = µ (x + y − λt) ,

(2)

equation (1) is converted to
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∂2U

∂ξ2
= −

α

µ2λ
sinhU, (3)

where the coefficients µ and λ stands for the wave
number and wave speed, respectively. Now, inte-
grating (3) yields to

(

d

dξ

1

2
U

)2

= −
α

µ2λ
sinh2

(

1

2
U

)

+ c, (4)

where c is an integration constant. Consider the
following

c = 0, α = −µ2λ and
1

2
U = w,

equation (4) takes the form

dw(ξ)

dξ
= sinhw(ξ). (5)

To construct Jacobi elliptic function solutions, we
convert equation (3) into the following

d2w

dξ2
=

1

2
sinh 2w, (6)

under the assumptions φ = 2w and − α
µ2λ

= 1.

Equation (6) can be also written as

(

dw

dξ

)2

= sinh2w + c, (7)

which can be used in the adopted method, where
c is an integration constant. Therefore, Equation
(7) has the following solutions

sinh [w(ξ)] = cs(ξ;m), (8)

cosh [w(ξ)] = ns(ξ;m), (9)

where m is the modulus of the Jacobian elliptic
functions :

cs(ξ;m) =
cn(ξ;m)

sn(ξ;m)

ns(ξ;m) =
1

sn(ξ;m)
,

with the properties

d cs(ξ;m)

dξ
= − ns(ξ;m) ds(ξ;m),

d ns(ξ;m)

dξ
= − cs(ξ;m) ds(ξ;m).

Substitution of (8) and (9) in (7) reveals that the
constant c must satisfy

c = 1 −m2, (10)

which is used throughout this work.

The plan of this paper is as follows: In sec-
tion 2 some properties of conformable derivative
are given. In section 3, we describe the sinh-
Gordon expansion technique. Section 4 is de-
voted to construct exact solutions of (2+1)-Boiti-
Leon Pimpinelli equations with time-conformable
derivatives. Finally, a conclusion is given in sec-
tion 5.

2. Conformable derivative

Recently, Khalil and his co-workers [24] presented
a novel derivative called conformable. This sec-
tion is devoted to provide some properties on it.

Definition 1. The conformable derivative with
order α for a function f : [0,∞) → R is given by

Tα(f)(t) = lim
ǫ→0

f
(

t + ǫt1−α
)

− f(t)

ǫ
(11)

where t > 0, α ∈ (0, 1).

Now, we recall some of its properties :

Tα (af + bg) = aTα(f) + bTα(g) for all real con-
stant a and b,

Tα (fg) = fTα(g) + gTα(f),

Tα (tr) = rtr−α for all r,

Tα

(

g
f

)

= fTα(g)−gTα(f)
f2 ,

Tα(C) = 0. Where C is a constant.

Moreovere, if f is differentiable, then

Tα(f) = t1−αdf

dt
(t).

Theorem 1. Suppose that f : [0,∞) is dif-
ferentiable and conformable-differerentiable with
order α and the function g is also differentiable.
Then, we have the next property

Tα (fog) = t1−αg′(t)f ′(g(t)). (12)

3. Description of the method

The analytical method, called sinh-Gordon equa-
tion expansion technique [25], is an efficient tool
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to construct new explicit solutions for many prob-
lems arising in various branches of sciences and
engineering. The algorithm of this method is
based on equation (6) or equation (7) and it can
be described as follows

• Consider the following nonlinear equation
in the sense of conformable derivative:

N
(

u, Tα
t u, T

α
x u, T

α
y u, ...

)

= 0. (13)

• Using the following transformation

u(x, y, t) = U(ξ), ξ = µ

(

xα

α
+

yα

α
− λ

tα

α

)

.

Equation (13) is converted to an ordinary
differential equation

Q
(

U,U
′

, µU
′

,−λU
′

, U
′′

, µ2U
′′

, ...
)

= 0. (14)

• Now, we assume that the solution of (14)
is as follows

U(w) = A0+
n
∑

i=1

coshi−1w [Ai sinhw + Bi coshw] ,

(15)

where w = w(ξ) satisf es (6) or (7) and
(10), Ai, Bi for i = 0, 1, 2, ..., n, are con-
stants to be f xed later.

• By virtue of the balance principle, we take
the nonlinear terms and the highest-order
derivatives in (14) to determine the value
of integer n. Now, let the coefficients of
sinhiw coshj w that have same power to
be zero, to get a system of equations with
the unknowns:

µ, λ, Ai and Bj for i = 0, 1, ..., n.

• Finally, we solve the obtained system
with Maple software, then we substitute
A0, A1, B1, ..., An, Bn, µ and λ in (15).

Remark 1. When m → 1, we have

cs(ξ,m) → csch(ξ), ns(ξ,m) → coth(ξ), (16)

Similarly, when m → 0, it comes

cs(ξ,m) → cot(ξ), ns(ξ,m) → csc(ξ). (17)

4. Application of the method

In this section, we apply the above described
method to solve the (2+1)-Boiti-Leon Pempinelli
equations def ned as follows [26]:







Tα
t uy = (u2 − ux)xy + 2vxxx,

Tα
t vy = vxx + 2uvx.

(18)

Accordingly, we consider the following wave trans-
formation























u(x, y, t) = U(ξ),

v(x, y, t) = V (ξ),

ξ = µ
(

x + y − λ tα

α

)

,

(19)

where λ, µ are constants to be f xed later.
The previous wave transformation reduces (20) to
the following system of ODEs







































































Tα
t (uy) = −λµ2U ′′,

(u2 − ux)xy = µ2
[

(U2)′′ − µU ′′′
]

,

2vxxx = 2µ3V ′′′,

Tα
t v = −λµV ′,

vxx = µ2V ′′,

2uvx = 2µUV ′.

(20)

Then, the new system becomes
{

−λµ2U
′′

= µ2(U2)
′′

− µ3U
′′′

+ 2µ3V
′′′

,

−λµV
′

= µ2V
′′

+ 2µUV
′

.
(21)

After simplif cation, we get

− λU
′′

= (U2)
′′

− µU
′′′

+ 2µV
′′′

, (22)

− λV
′

= µV
′′

+ 2UV
′

. (23)

integrating equation (22) twice and taking zero as
constants of integration, yields to

V
′

=
U

′

2
−

U2 + λU

2µ
. (24)

Injecting equation (24) into equation (23), gives
the following nonlinear differential equation

µ2U
′′

− 2U3 − 3λU2 − λ2U = 0. (25)
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Now, balancing the terms U
′′

and U3, yields
n = 1. Therefore, the solutions of equation (25)
is converted to the following form

U(ξ) = A0 + A1 sinh (w (ξ)) + B1 cosh (w (ξ)) .
(26)

Substituting (26) into (25), we get a set of alge-
braic equations for λ, µ,A0, A1, and B1 as follows































































eq1 = −6A1
2B1 − 2B1

3 + 2B1 µ
2,

eq2 = −2A1
3 − 6A1B1

2 + 2A1 µ
2,

eq3 = −6A0A1
2 − 6A0B1

2 − 3A1
2λ− 3B1

2λ,
eq4 = −12A0A1B1 − 6A1B1 λ,
eq5 = B1 cµ

2 − 6A0
2B1 − 6A0B1 λ + 6A1

2B1

−2B1 µ
2 −B1 λ

2,
eq6 = A1 cµ

2 − 6A0
2A1 − 6A0A1 λ + 2A1

3

−A1µ
2 −A1 λ

2,
eq7 = −2A0

3 − 3λA0
2 + 6A0A1

2 − λ2A0

+3λA1
2.

(27)

Solving the set of above equations, we get

Case I:











A0 = −λ
2 , B1 = λ√

2m2+2
,

µ = − λ√
2m2+2

, A1 = 0.

By using (28) and (26), we attain

U1(ξ) = −
1

2
λ +

λ ns (ξ,m)
√

2m2 + 2
, (28)

and

V1(ξ) = −1/4 λm2ξ√
2m2+2

− 1/2 λ dn(ξ,m)cn(ξ,m)√
2m2+2sn(ξ,m)

−1/2 λE(sn(ξ,m),m)√
2m2+2

+ 1/4 λ ξ√
2m2+2

+1/2 λ√
2m2+2sn(ξ,m)

.

(29)

where ξ = µ
(

x + y − λ tα

α

)

.

Case II:











A0 = −λ
2 , A1 = λ√

2m2−4
,

µ = − λ√
2m2−4

, B1 = 0.
(30)

From (30) and (26), yields

U2(ξ) = −
1

2
λ +

λ cs (ξ,m)
√

2m2 − 4
, (31)

and

V2(ξ) = −1/2 λm2cn(ξ,m)sn(ξ,m)√
2m2−4((dn(ξ,m))2−1)

+ 1/8 λ2ξ
µ

+1/4 λ2
√
2m2−4 ln(ns(ξ,m)−ds(ξ,m))

µ (m2−2)

+1/4 λ2ds(ξ,m)cs(ξ,m)
µ (m2−2)ns(ξ,m)

+ 1/4 λ2E(sn(ξ,m),m)
µ (m2−2)

−1/2 λ2 ln(ns(ξ,m)−ds(ξ,m))

µ
√
2m2−4

,

(32)

where ξ = µ
(

x + y − λ tα

α

)

.

Case III:











A0 = −1
2 λ, A1 = 1

2
λ√

2m2−1
,

B1 = 1
2

λ√
2m2−1

, µ = λ√
2m2−1

.
(33)

By using (33) and (26), we get

U3(ξ) = −
1

2
λ +

1

2

λ cs (ξ,m)
√

2m2 − 1
+

1

2

λ ns (ξ,m)
√

2m2 − 1
,

(34)

where ξ = µ
(

x + y − λ tα

α

)

.

Remark 2. The expression of V3 is too long to
be mentionned here.

If m → 0, the following solitary wave solutions
of (20) are generated from (28),(31) and (34),
namely

U4(ξ) = −
1

2
λ +

1

2
λ csc (ξ)

√
2, (35)

V4(ξ) = 1
4 λ csc (ξ)

√
2 − 1

8 λ
√

2ξ

−1
2 λ ln (csc (ξ) − cot (ξ))

−1
4

λ
√
2 cos(ξ)
sin(ξ) − 1

2 λ ln (csc (ξ) + cot (ξ)) ,

(36)

U5(ξ) = −
1

2
λ−

1

2
iλ cot (ξ) , (37)
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V5(ξ) = −1
4 iλ ξ −

1
8 iλ π + 1

4 iλ arccot (cot (ξ))

+1
4 λ ln

(

(cot (ξ))2 + 1
)

+ 1
2 λ ln (sin (ξ)) ,

(38)

U6(ξ) = −
1

2
λ−

1

2
iλ cot (ξ) −

1

2
iλ csc (ξ) , (39)

V6(ξ) = 1
4 iλ ξ −

3
8 iλ cot (ξ) + 1

8 iλ π

−1
4 iλ arccot (cot (ξ)) − 1

4 iλ csc (ξ)

−
1

4
iλ

sin(ξ)

− 1

8
iλ cos(ξ)

sin(ξ) + 1
4 λ ln (csc (ξ) − cot (ξ))

+1
4 λ ln (csc (ξ) + cot (ξ)) ,

(40)

where ξ = µ
(

x + y − λ tα

α

)

.

If m → 1, we get from (28),(31) and (34), new
solutions of (20)

U7(ξ) = −
1

2
λ +

1

2
λ coth (ξ) , (41)

V7(ξ) = −1/4λ ξ + 1/8λ ln (cosh (ξ) − sinh (ξ))

+3/8λ ln (cosh (ξ) + sinh (ξ)) ,
(42)

U8(ξ) = −
1

2
λ−

1

2
iλ csch (ξ)

√
2, (43)

V8(ξ) = −1/4 iλ
√

2csch (ξ) − 1/8 iλ
√

2ξ+

λ arctanh
(

eξ
)

+ 1/4 iλ
√
2 cosh(ξ)

sinh(ξ) +

1/2λ ln
(

cosh(ξ)−1
sinh(ξ)

)

.

(44)

U9(ξ) = −
1

2
λ+

1

2
λ csch (ξ) +

1

2
λ coth (ξ) , (45)

V9(ξ) = 1/4λ csch (ξ) + 1/4λ ξ + 3/8λ coth (ξ)

+λ /8 ( ln (coth (ξ) − 1) − ln (coth (ξ) + 1))

−1/2λ arctanh
(

eξ
)

+ 1/8 λ cosh(ξ)
sinh(ξ)

+1/4 λ (cosh(ξ))2

sinh(ξ) − 1/4λ sinh (ξ)

−1/4λ ln
(

cosh(ξ)−1
sinh(ξ)

)

,

(46)

where ξ = µ
(

x + y − λ tα

α

)

.

5. Conclusion

In this paper, we have obtained some new solitary
wave solutions to the (2 + 1)-dimensional-Boiti-
Leon Pempinelli equations with time-conformable
derivative. It is clear to see that our obtained
solutions through the suggested method are in-
teresting and new comparing to the existing lit-
erature. Moreover, the obtrained solitons have
various structures such hyperbolic, trigonometric
and complex, which signif es that they have an
important physical meanings.
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