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 In this paper, numerical solutions of the advection-diffusion-reaction (ADR) 
equation are investigated using the Galerkin, collocation and Taylor-Galerkin 
cubic B-spline finite element methods in strong form of spatial elements using an 
α-family optimization approach for time variation. The main objective of this 
article is to capture effective results of the finite element techniques with B-
spline basis functions under the consideration of the ADR processes. All 
produced results are compared with the exact solution and the literature for 
various versions of problems including pure advection, pure diffusion, advection-
diffusion, and advection-diffusion-reaction equations. It is proved that the 
present methods have good agreement with the exact solution and the literature. 
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1. Introduction 

Consider the following advection-diffusion-reaction 
equation with given initial and boundary conditions: �� � ���� � ��� � ��, � � 0,	� � 
 � �                   (1) ��
, 0� � ���
�                                                          (2) ���, �� � ����� or 

��
�� � ����� at 		
 � �                      (3) ���, �� � ����� or 
��
�� � ����� at 		
 � �.                       (4) 

Many quantities are encountered in various field of 
science such as mass, heat, energy, velocity, and 
concentration represented in the advection-diffusion-
reaction (ADR) equation as the dependent variable �. 
The ADR equation has great importance in different 
areas, especially those involving fluid flow [1,2]. The 
ADR equation models various physical and chemical 
processes, as stated in the literature [3], such as heat 
transfer in draining film, dispersion of tracers in 
porous media, the spread of pollutants in rivers and 
stream, the dispersion of dissolved material in 
estuaries and coastal sea, etc. When the advection is 
dominant to the diffusion in the equation, the exact 
solutions mostly fail and thus diverge. In these cases, 
the effective numerical methods need to be 
constructed to obtain accurate and stable results of the 
model equation. 

Nowadays, B-spline basis functions are main interest 
of many researchers to find out effective numerical 
solutions of partial differential equations [4,5]. 

Various versions of finite element methods have 
profoundly been analyzed in the literature. For 
instance; Least-squares B-spline finite element 
method was used by Dag et al. [6], a cubic B-spline 
collocation method was introduced by Goh [7], an 
upwind finite element method was organized by 
Ramakrishman [8], the quartic and quintic B-spline 
methods were used by Korkmaz and Dag [9] for their 
own problems. In the study of Irk et al. [3], an 
extended cubic B-spline collocation method was also 
considered. In addition to finite element-based 
methods, some other numerical methods were also 
taken into consideration in dealing with the ADR 
processes [1,10]. 

This study discovers some finite element based hybrid 
techniques to analyze the model problems encountered 
in broad range of science. To integrate the resulted 
system of ordinary differential equations α-family of 
time approximation is performed and fully discrete 
algebraic equations are obtained in terms of the 
parameters. Note that the strong form of the ADR 
equation (1) is accepted, as opposed to the weak form 
commonly used in the literature, since the strong form 
leads to computationally more economic and more 
accurate results. 

All produced results are compared with the literature 
and exact solutions. Various test problems involving 
pure advection, pure diffusion, advection-diffusion 
and advection-diffusion-reaction are demonstrated 
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with quantitatively and qualitatively produced results.

2. Numerical methods 

2.1  Galerkin method  

To solve equation (1) with given boundary conditions 
(3)-(4) and initial condition (2), the Galerkin cubic B-
spline finite element method is used for spatial 
approximation. The selection of these types of basis 
functions is very suitable and advantageous. The well-
known advantages of using cubic B-splines are the 

continuity of the approximate solution and the first 
and second order-derivatives at all region. 

The interval [�, �] is partitioned into � finite 
elements. Each element has equal length ℎ and 
element nodes are discretized as � = �� < �� < ⋯ <�� = � where ���� = �� + ℎ    (� = 0,1. … ,� − 1). 
Let �� be the cubic B-spline basis functions [11] as 
follows 

 

����� = �
�� 	
�
�

�� − �����	

ℎ	 + 3ℎ��� − ����� + 3ℎ�� − ������ − 3�� − �����	

ℎ	 + 3ℎ������ − �� + 3ℎ����� − ��� − 3����� − ��	����� − ��	
0

 , � ∈ 	
�
�

����, �����
����, ���
�� , �����
����, �����
otherwise.

                                     (5) 

The corresponding cubic B-spline basis functions 
include the set of splines {���,��, … ,����} and the 
global approximation function ���(�, �) can be 
expressed as ���(�, �) = ∑ �������(�)����
��                                     (6) 

where ����� is the time part of approximation function ��̃��, �� and is to be determined from the time 

approximation. 

To compute element matrices, it is required to use 
local coordinate system considering (5) and � = � −��  where 0 ≤ � ≤ ℎ , the basis functions are 
expressed in the following form 

���������������

  = �
��� (ℎ − �)	

ℎ	 + 3ℎ��ℎ − �� + 3ℎ(ℎ − �)� − 3(ℎ − �)	

ℎ	 + 3ℎ�� + 3ℎ�� − 3�	�	

, � ∈  	
�
�

����, �����
����, ���
�� , �����
����, �����

    ��ℎ������.

                                            (7) 

 

Each finite element [x�, x���] is covered by the set of 
four cubic B-splines {����,�� ,����,����}. Table 1 
shows the values of ��  ,��
 and �� 

 at the end points 
of element [x�, x���]. Local approximation function on 
the element [x�, x���] is defined as follows ���(�, �) = ∑ �������(�)����
���                                    (8) 

 

Table 1. Values of approximate function and its derivatives 
at the end points of the element � ���� ���� ��  ���� ���� �� 0 1 4 1 0 ��
 0 -3/h 0 3/h 0 ��

 0 6/h2 -12/h2 6/h2 0 

 

Values of the local approximation function ��̃(�, �) 
and its first two derivatives at the end points of the 
interval [�� , ����] is defined in terms of time 
dependent quantities ����� using (8) and Table 1. The 
corresponding values are thus: 

 

 

 

���(�� , �)= ����+4��+���� ���(����, �)=��+4����+���� ���
 ��� , �� = 	
�(���� − ����)              (9) ���
 �����, �� = 	

�(���� − ��) ���

��� , �� = �
��(���� − 2�� + ����) ���

�����, �� = �

��(���� − 2���� + ��) 

Now it is time to apply the Galerkin approach. By 
considering element [�� ,����], let us consider the 
strong form of equation (1) over the interval [�� , ����], 
one can then write  � �  ��

�� + V ��
�� + !� − " ���

���#$� = 0.����
��              (10) 

The test function � is selected to be equal to the cubic 
B-spline basis functions. This approach is known as 
the Galerkin approach in the finite element society. 
Use of (8) and local coordinate system (7) transforms 
equation (10) to the following relation 

 ∑ %� ����$��
� &����
���

����

�� + ' ∑ %� ����
$��
� &����
��� β��+! ∑ %� ����$��

� & β������
��� −
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                                                                                           "∑ %� ����

$��
� &����
��� β�� = 0       (11) 

 

or in a matrix notation (� ���
�� + ')��� + !(��� − "*��� = 0             (12) 

where 

M��� = � ����$��
� , 

L ��� = � ����

�
� $�, 

K��� = � ����


�
� $�,                        (13) �� = (����,��,����,����)� 

where �, + = � − 1, �, � + 1, � + 2 for the element 
[�� , ����]. In equation (11); (�, *� and )� are (4 × 4) 

time independent matrices. After the assembling 
process of each element and imposing the boundary 
conditions the matrix form will finally be (∗ ��

��+')∗� + !(∗�-"*∗� + ,=0                       (14) 

where (∗,  )∗ and *∗ are (� + 1) × (� + 1) matrices, � = (��, … ,��)� is the unknown time approximation 
vector and R is an ((� + 1) × 1) time dependent 
vector. By considering Dirichlet boundary conditions �3� − �4�,, is defined as follows , =  (-�.��,-�.	�,-�.��, 0, … ,0,-�.������	�,-�.��������	�,-�.�����(��	))�        (15) .�� = ((∗∗ + ')∗∗ + !(∗∗ −  "*∗∗)�� .              (16)

Note that (∗∗, )∗∗ and *∗∗ are the assembled matrices 
before imposing the boundary conditions. Thus, 
equation (14) is a system of ordinary differential 
equations, which is integrated using α-family of time 
approximation. 

2.2 Collocation method 

Let us reconsider expressions (5)-(9) and model 
equation (1) with the following collocation points �� = � + / ∗ ℎ, / = 0,1, … ,�                       (17) 

where 0� = [�� , ����] is the  / − �ℎ element. Here 
ℎ and � indicate the element size and the number of 
total element, respectively. Then the model equation 
can be written as follows 
�� �(�,�)

�� = " ��!̃�(�,�)
��� − ' �� ���,��

�� − !�����, ��.       (18) 

Use of expressions (9) yields the following equation  �1��� + 4�1� + �1��� = " 6
ℎ� ����� − 2�� + ����� − ' 3

ℎ �−���� + ����� 
−!����� + 4�� + �����                (19) 

where �1  stands for the time differentiation. For all 
values of /, � + 1 equations are obtained. In matrix 
notation, the corresponding equations can be rewritten 
as  ( ��

�� + ')� + !(� − "*� = 0                  (20) 

where (, ) and * are (� + 1) × (� + 3) time 
independent matrices. After imposing Dirichlet 
boundary conditions (3) − (4), equation (20) can be 
written as  (∗ ��

�� + ')∗� + !(∗� − "*∗� + , = 0              (21) 

where (∗, )∗ and *∗are (� + 1) × (� + 1) time 
independent matrices and � = (��, … ,��)� is the 
unknown time approximation vector. , is an ((� +
1) × 1) time dependent vector and defined by , = (-����.��, 0, … ,0,-����.�����(��	))�            (22) 

.�� = ((∗ + ')∗ + !(∗ −  "*∗)��.                  (23) 

Thus, consideration of a suitable time integration 
method for equation (21) gives us the solution of 
equation (1) with conditions (2)-(4). 

2.3 Taylor-Galerkin method 

The third approximation method in solving equation 
(1) is the Taylor-Galerkin method being effective for 
many problems represented by differential equations. 
The main idea of the method is that the time 
approximation based on Taylor series expansion is 
performed before the spatial discretization. After 
performing the time discretization, the Galerkin 
method is used for the spatial approximation by 
utilizing B-splines basis functions (5). The order of 
the TGFEM schemes can be determined by the 
truncation error of the Taylor expansion. In this study, 
we prefer to use the second order TGFEM schemes for 
the numerical solution of equation (1). Use of the 
Taylor expansion of the function � with respect to � 
gives rise to, ��# = �	����	

�� − ��
� ���# − 2�($�)��.                 (24) 

Taking derivative of equation (1) with respect to � 
leads to, ��� = (−'�� − !�+"���)�# = −'���#�� − !��# +
                                                           "���#���.            (25) 

At the very moment, there are several ways to 
approximate the second time derivative of function �. 
First one is that all ��# terms in equation (25) can be 

replaced by Euler time stepping, i.e. ��# = �	����	
�� . 

This selection has the same as the Galerkin method. 
For the sake of brevity, it is preferred to use a different 
way to approximate the second time derivative of 
function �. It is noticeable that, the first order time 
derivative of the function, i.e. ��, can be rewritten by 
using ADR equation (1) itself. Euler time stepping is 
used for the diffusion term of equation (25) while the 
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rest of the terms are dealt with the considered 
technique. Thus, equation (25) can be re-expressed as 
follows, ���# − '�−'��#   − !�#  + "���# �� −
              !�−'��#   − !�#  + "���# +� +
             "  �	����	

�� #
��

.             (26) 

Substitution of equations (1) and (26) into equation 
(24) and doing some mathematical manipulations lead 
to the following semi-discrete system, �#�� − ��

� "���#�� =  1 − !$� + $������
� # �# −

                                       �'$� − !'�$������# +
                                      ��

� " + %����
� −  $%�����

� #���# −
                                       %&(��)�

� ����# .            (27) 

Using the Galerkin approach for equation (27) under 
the consideration of equations (5)-(8) and doing some 
algebraic operations, one obtains the following 
iteration system, 

1
1 2 3 4 5Ke e n e e e e nM M L K Sγ β γ γ γ γ β+   − − + −=     

                                                                    (28) 

and 

M��� = � ����$��
� , L ��� = � ����


�
� $� 

 K��� = � ����


�
� $�,  S��� = � ����




�
� $� 3� = ��

� ", 3� = 1 − !$� + $�(��)�
� ,                (29) 3	 = '$� − !'($�)�, 3� = ��

� " + %�(��)�
� − $%(��)�

� , 3' = '"($�)�

2           

where �, + = � − 1, �, � + 1, � + 2 for the element 
[�� , ����]. After assembling the procedure and 
imposing the Dirichlet boundary conditions, the 
matrix equation will then be 
(∗ − 3�K∗��#�� = 
3�(∗ − 3	L∗ + 3�K∗ −
                                         3'4∗��# + ,∗                 (30) 

where (∗,  )∗, *∗ and 4∗ are (� + 1) × (� + 1) 

matrices and 5 = 0,1, … ,6 for 6 = �
�	��
�� . ,∗is an 

((� + 1) × 1) time dependent residual vector 
resulting from boundary conditions. Assuming the 
case of Dirichlet boundary conditions �3� − �4�,,∗ =,� − ,� and the required matrices are defined as 
follows 

 ,�= (-�#.��,-�#.	�,-�#.��, 0, … ,0,-�#.������	�,-�#.��������	�,-�#.�����(��	))� ,�= (-�#��.��� ,-�#��.	�� ,-�#��.��� , 0, … ,0,-�#��.������	�� ,-�#��.��������	�� ,-�#��.��������	�� )� 

and .�� = 
(∗∗ − 3�K∗∗���. , .��� = 
3�(∗ + 3�K∗ − 3'4∗���.. 
Note that (∗∗ and *∗∗ are the assembled matrices 
before prescribing the boundary conditions. Equation 
(30) is a recursive relation between �# and �#��. By 
obtaining �� we can calculate the solution vector for 
each time step. 

2.4 α-family of time approximation 

To solve the ODE systems (14) and (21), α-family of 
time approximation is preferred since the method is 
easy to implement, satisfies the unconditional stability 
by the dependence of the selection of the parameter α 
and has the required accuracy. As stated in [12], the α-
family of approximation can be defined as 

{�}(�� = {�}( + $�{�}(�)                       (31) 

{�}(�) = (1 −  α) { �1}* +  α{ �1}*��              (32) 

or $�[(1 −  7) { �1}( +  7{ �1}(��] = {�}(�� − {�}(   (33) 
where 0 ≤ 7 ≤ 1, �(�� − �( = $� and �1  stands for the 
time differentiation. Using the same steps of the 
procedure given in [12], both equation (14) and 

equation (21) give  

[M∗ + �dt���∗ + ��∗ − �K∗�]{	}��� =  [M∗ − (1 −
�)dt(��∗ + ��∗ − � K∗)]{	}� + 
��� − 
�                (34) 

where � represents the time index. {�}� can be 
obtained under the consideration of initial condition 
(2). Then, by using recursive relation (34), the other 
solutions are computed. 

3. Numerical illustrations 

This section is devoted to numerical illustration of the 
various test problems for the advection-diffusion-
reaction processes by considering quantitative and 
qualitative results. Accuracy and stability of the 
obtained results are figured out by demonstrating error 
norms and pointwise solutions. Produced results are 
compared with the literature and exact solutions. To 
evaluate error norms of the present results we prefer to 
use the following norm definitions, 8� = 9����+!� − ��#,��-�!+�9, ). = /���|����+!� − ��#,��-�!+�|, )� = :ℎ ∑ |����+!� − ��#,��-�!+�|���
� . 
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In the ADR equation, there are two important problem 
parameters need to be considered, the Peclet and the 
Courant numbers. Non-dimensional parameter, 
Courant (��) number, gives the fractional distance 
relative to the grid spacing travelled due to advection 
in a single time step �� � �����/�. This parameter 
especially plays an important role when we need to 
determine stability conditions of the considered 
numerical approaches. The Peclet number is another 
crucial non-dimensional parameter which compares 
the characteristic time for dispersion and diffusion 
given a length scale with the characteristic time for 
advection, i.e. �� � ����/� where the parameters are 
as in equation (1). 

Problem 1 [6] Pure advection in an infinitely long 
channel: 
Initially, we consider pure advection problem, i.e. � � 0 and � � 0. The analytic solution of the 
problem of interest is as follows [6] ��
, �� � 10exp	�� �

�� �
 � 
� � �����              (35) 

where � is the real problem parameter. This solution 
construct a transportation of an initial concentration of 
10 height units whose peak value is at 
� initially 
along an infinitely long channel as well as it maintains 
its own shape during the propagation. The parameters 
of the problem are taken to be � � 0.5, 
� � 2000	" 
and � � 264. To compare with the literature [6], all 
parameters are taken to be equal. The final 
propagation time is �	 � 9600	& while the initial and 
boundary conditions are as follows ��
, 0� � 10 exp '� �

�
�� �
 � 2000��(,           (36) 

��0, �� � 0,  
���
���,��

�� � 0.                                  (37) 

In Figure 1, we demonstrate the propagation of the 
initial pulses up to	9600	s by considering the Galerkin 
method for the parameters  � � 50 and �� � 10. The 
comparison of the absolute errors produced by the 
Galerkin, collocation and Taylor-Galerkin methods 
are given in Figure 2 for the values of � � 0.5, � � 100	", �� � 50	& and � � 9600	&. As seen in 
Figure 2, the Galerkin method has been seen to be 
more accurate than the rest of the considered methods. 
The error norms and peak location of the 
concentration are compared with the literature [6] and 
exact peak location in Table 2 for various values of 
the Courant numbers, i.e. �� � �����/�. Because of 
the stability condition in Table 2, the Taylor-Galerkin 
method is not preferred to use. The method is not 
stable for higher Courant numbers. 

 
Figure 1. Propagation of initial pulse with constant wave 

speed � � 0.5 for various time values up to	9600	s. 
 

 
Figure 2. Comparison of the absolute error norms of various schemes with � � 0.5, 
 � 100	�, 
� � 50	� and � � 9600	�. 

 



132                                          M. Sari, H. Tunc / IJOCTA, Vol.8, No.1, pp.127-136 (2018) 

 

Problem 2 [13] Pure diffusion on a finite line  
Now consider pure diffusion problem for selection of � � 0, � � 1/*� and � � 0  in the ADR equation (1) 
with the following exact solution [13], ��
, �� � exp���� sin	�*
�.                                   (38) 

The problem has homogenous Dirichlet boundary 
conditions and initial condition can be taken from the 
exact solution (38). In Table 3, we compare maximum 
error norms of the present schemes with the literature 
[13] and among each other. As seen in Section 2, the 
same discretized equations have been obtained for the 
Galerkin and the Taylor-Galerkin methods in case of 

pure diffusion. As realized in Table 3, the present 
Galerkin scheme produces better accuracy comparison 
to the literature [13] and the current collocation 
scheme. Thus the computed results have been seen to 
represent the related physical problem. Yet, 
comparison of absolute errors has been seen both 
qualitatively and quantitatively in Figure 3 for � � 0.01	", �� � 0.0001	& and � � 1	&. Figure 4 
illustrates the diffusion process of the initial 
concentration with the diffusion constant � � 1/*� 
by using the Galerkin approach for � � 0.01	" and �� � 0.0001	&.

 

Table 3. Comparison of the error norms produced with various values of the Peclet number and �� � 0 in Problem 2. 

  CN [13] GFEM CFEM TGFEM 

� � �� �� �� �� �� �� �� �� �� 

0.2 1.973 1.1E-2 1.1E-3 8.7E-4 1.2E-2 9.4E-3 1.1E-3 8.7E-4 

0.1 0.986 2.7E-3 3.0E-6 2.1E-4 3.3E-3 2.3E-3 3.0E-6 2.1E-4 

0.05 0.493 6.8E-4 7.6E-5 5.4E-5 8.3E-4 5.8E-4 7.6E-5 5.4E-5 

0.025 0.246 1.7E-4 1.9E-5 1.3E-5 2.0E-4 1.4E-4 1.9E-5 1,3E-5 

0.0125 0.123 4.2E-5 4.7E-6 3.3E-6 5.2E-5 3.6E-5 4.7E-6 3,3E-6 

0.00625 0.061 1.1E-5 1.1E-6 8.4E-7 1.3E-5 9.2E-6 1.1E-6 8,4E-7 

 
Figure 3. Comparison of the absolute errors of the Galerkin and collocation schemes for
 � 0.01	�, 
� � 0.0001	� and 

� � 1	� in Problem 2. 

Table 2. Comparison of the error norms produced with various values of the Courant number and �� � ∞ in Problem 1. 

  FEMQSF [6] GFEM CFEM  

�	 � Peak �� �� Peak �� �� Peak �� �� 
Exact 
Peak 

0.125 200 8.7529 32.874 1.350 9.9216 5.5198 0.2783 9.1319 37.0409 1.2897 10 

0.25 100 9.647 10.596 0.494 9.9864 4.0050 0.1899 9.9402 6.4028 0.3258 10 

0.5 50 9.864 7.984 0.380 9.9865 4.0032 0.1896 9.9847 4.1390 0.1976 10 

1.0 25 9.943 7.881 0.377 9.9865 4.0032 0.1896 9.9864 4.0115 0.1901 10 

2.0 12.5 9.956 7.899 0.378 9.9944 4.0032 0.1896 9.9944 4.0037 0.1897 10 
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Figure 4. Diffusion process of the initial concentration for � � 1/��, 
 � 0.01	� and 
� � 0.0001	� in Problem 2. 

 
Problem 3 [14,10] Advection-diffusion process on a 
finite line 
Consider the advection-diffusion process with the 
choice of  � � 1, - � 0.01 and � � 0 in the ADR 
equation for which the exact solution, in a region 
bounded by0 1x≤ ≤ , is [10]: 

20.025 ( 0.5 )
C( , ) exp

0.00125 0.040.000625 0.02

x t
x t

tt

 + −= − ++   .   (39) 

The boundary conditions of the problem can be 
written from exact solution (40) as follows: 

2( 0.5)
( ) exp

0.00125

x
f x

 += −  
, 

2

0

0.025 (0.5 )
( ) exp

0.00125 0.040.000625 0.02

t
g t

tt

 −= − ++  
 (40)

2

1

0.025 (1.5 )
( ) exp

0.00125 0.040.000625 0.02

t
g t

tt

 −= − ++  
.   (41) 

 

The produced results and exact solution are compared 
in Table 4 for the various values of the Courant 
number and various values of α at the peak location of 
the concentration, 
 � 0.5 and � � 1. The present 
solutions are compared with the work of Kadalbajoo 
and Arora [14] in Table 5 under the consideration of 
the values � 0.1, � � 0.01, �� � 1 and � � 1. As 
seen in Tables 4-5, the Galerkin method seems to be 
more accurate than the other suggested methods. It is 
also seen that the Galerkin and the Taylor-Galerkin 
methods are preferable comparison to the literature 
[14]. For various choices of the parameters, qualitative 
behavior of the model problem is sketched in Figures 
5-6. There has been seen to be good agreement among 
the suggested methods (see Figure 6). Thus the 
produced results showed that the current problem has 
represented the physical behaviour very well. It is 
important to note that the collocation method takes 
less computational time than both the Galerkin and the 
Taylor-Galerkin methods while the collocation 
method is of a bit cruder results than the others. 

 

Table 4. Comparison of the peak value for 
 � 0.01, �� � 1, � � 0.5and � � 1 in Problem 3. 

�� �	 
��
� ��
� ��
� ���
� 

0.0005 0.025 0.17407766 0.17407779 0.17403093 0.17407778 

0.0010 0.050 0.17407766 0.17407819 0.17403132 0.17407819 

0.0020 0.100 0.17407766 0.17407975 0.17403288 0.17408007 

0.0033 0.167 0.17407766 0.17408344 0.17403655 - 

0.0040 0.200 0.17407766 0.17408597 0.17403907 - 

0.0080 0.400 0.17407766 0.17411025 0.17406324 - 

0.0100 0.500 0.17407766 0.17412783 0.17408073 - 
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Table 5. A comparison of present solutions with the literature [14] and exact solution at various nodal points and at � � 1 in 
Problem 3.  

 
Figure 5. GFEM solution at various times in Problem 3 for  
 � 0.01, 
� � 0.001,  �� � 0.1 and �� � 1. 

 

 
Figure 6. Absolute errors of the suggested methods at with the parameters � � 1, 
 � 0.01, 
� � 0.001, �� � 0.1 and 

�� � 1 in Problem 3. 
  

X Exact TGBS2L 
[14] 

TGBS2HQ [14] TGBS2HL 
[14] 

GFEM CFEM TGFEM 

0.1 0.0035992 0.0036360 0.0036055 0.0036070 0.0035991 0.0035981 0.0035995 

0.2 0.0196422 0.0196436 0.0196048 0.0195969 0.0196419 0.0196473 0.0196428 

0.3 0.0660098 0.0656522 0.0658887 0.0658624 0.0660105 0.0660280 0.0660080 

0.4 0.1366027 0.1362141 0.1366971 0.1367171 0.1366054 0.1365920 0.1365975 

0.5 0.1740776 0.1746041 0.1744042 0.1744743 0.1740782 0.1740313 0.1740782 

0.6 0.1366027 0.1373258 0.1365433 0.1365294 0.1365989 0.1366069 0.1366108 

0.7 0.0660098 0.0659361 0.0657310 0.0656721 0.0660075 0.0660477 0.0660133 

0.8 0.0196422 0.0193197 0.0196024 0.0195950 0.0196433 0.0196494 0.0196397 

0.9 0.0035992 0.0034754 0.0036699 0.0036847 0.0035953 0.0035902 0.0035948 
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Problem 4. Advection-diffusion-reaction process on 
a finite line 
Let us now consider the ADR equation with arbitrary 
values of 	�, � and with homogeneous Dirichlet 
boundary conditions. Taking following initial 
condition  ��
, 0� � sin	�*
�                              (42) 

leads us to derive the following Fourier series exact 
solution, ��
, �� �∑ 0�exp	1� '���

���� 2 ��
�� 2����																																�(3 �
4 '���� 
( &56 '����� (          (43) 

where 
 ∈ 80, 9:, � ; 0 and 0� � < &56 '���� ( sin	�*
��
� �
4 '� ��

�� 
(�
       (44) 

For the sake of simplicity, the upper bound of spatial 
domain is taken to be	9 � 1. For various values of the 
parameters, absolute errors of the considered 
numerical methods are compared in Figures 7-8. 

 

 

 

 

 

 
Figure 7. Comparison of the currently suggested methods in terms of the absolute errors for � � 0.1, 
 � 0.05, 
� � 0.001,  

� � 1, � � 1 and � � 0.5 in Problem 4. 
 

 
Figure 8. Comparison of the currently suggested methods in terms of the absolute errors for � � 0.1, 
 � 0.05, 
� � 0.001,  

� � 0.1, � � 0 and � � 1 in Problem 4. 
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4. Conclusions and recommendation 

This paper has concentrated on numerically analyzing 
the advection-diffusion-reaction equation by 
considering various finite element techniques 
including Galerkin, collocation and Taylor-Galerkin 
methods. To profoundly understand the physical 
processes represented by the model equation, various 
choices of the problem have been discussed both 
qualitatively and quantitatively. Comparison of the 
computed results showed that the Galerkin finite 
element method is more accurate and more versatile 
than the Taylor-Galerkin and the collocation methods. 
However, note that the collocation method takes less 
computational time than both the Galerkin and the 
Taylor-Galerkin methods while the collocation 
method is a bit cruder than the others. Further studies 
can concentrate on capturing the response of the same 
physical model with various forms of forcing terms. 
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1. Introduction and preliminaries

This article is based on the well known Chebyshev
functional [1]:

T (f, g)

=
1

b− a

b
∫

a

f (x) g (x) dx

−





1

b− a

b
∫

a

f (x) dx









1

b− a

b
∫

a

g (x) dx



 ,

where f and g are two integrable functions which
are synchronous on [a, b], i.e.

(f(x)− f(y))(g(x)− g(y)) ≥ 0

for any x, y ∈ [a, b], then the Chebyshev inequal-
ity states that T (f, g) ≥ 0.
For some recent counterparts, generalizations of

Chebyshev inequality, the reader is refer to [2–6].

We also need to introduce the Pólya and Szegö in-
equality [7]:

∫ b
a f2(x)dx

∫ b
a g2(x)dx

(
∫ b
a f(x)g(x)dx)2

≤ 1

4

(
√

MN

mn
+

√

mn

MN

)2

.

Using the above Pólya-Szegö inequality, Dragomir
and Diamond [8] established the following Grüss
type inequality:

Theorem 1. Let f, g : [a, b] → R+ be two inte-
grable functions so that

0 < m ≤ f(x) ≤ M < ∞
and

0 < n ≤ g(x) ≤ N < ∞
*Corresponding Author
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138 E. Set, Z. Dahmani, İ. Mumcu / IJOCTA, Vol.8, No.2, pp.137-144 (2018)

for a.e. x ∈ [a, b].
Then, we have

|T (f, g; a, b)|

≤ 1

4

(M −m)(N − n)√
mnMN

(1)

× 1

b− a

∫ b

a
f(x)dx

1

b− a

∫ b

a
g(x)dx.

The constant 1
4 is best possible in (1) in the sense

it can not be replaced by a smaller constant.

For our purpose, we recall some other preliminar-
ies: We note that the beta function B(α, β) is
defined by (see, e.g. [9, Section 1.1])

B(α, β) (2)

=















∫ 1

0
tα−1(1− t)β−1 dt

(ℜ(α) > 0;
ℜ(β) > 0)

Γ(α) Γ(β)

Γ(α+ β)

(

α, β ∈ C \ Z−

0

)

,

where Γ is the familiar Gamma function. Here
and in the following, let C, R, R+ and Z

−

0 be the
sets of complex numbers, real numbers, positive
real numbers and non-positive integers, respec-
tively, and let R+

0 := R
+ ∪ {0}.

Definition 1. (see, e.g., [10], [11]) Let [a, b]
(−∞ < a < b < ∞) be a finite interval on
the real axis R. The Riemann-Liouville fractional
integrals(left-sided) of order α ∈ C, Re(α) > 0 of
a real function f ∈ L(a, b), is defined:

(

Jα
a+f

)

(x) (3)

:=
1

Γ(α)

∫ x

a

f(t)

(x− t)1−α
dt (x > a).

Definition 2. (see, e.g., [10], [11]) Let (a, b)
(0 ≤ a < b ≤ ∞) be a finite or infinite inter-
val on the half-axis R+. The Hadamard fractional
integrals(left-sided) of order α ∈ C, Re(α) > 0 of
a real function f ∈ L(a, b) are defined by

(

Hα
a+f

)

(x) (4)

:=
1

Γ(α)

∫ x

a

(

log
x

t

)α−1 f(t)

t
dt (a < x < b)

Definition 3. (see, e.g., [10], [11]) Let (a, b)
(−∞ ≤ a < b ≤ ∞) be a finite or infinite interval
on the half-axis R

+. Also let Re(α) > 0, σ > 0
and η ∈ C. The Erdelyi-Kober fractional inte-
grals (left-sided) of order α ∈ C of a real function
f ∈ L(a, b) are defined by

(

Iαa+,σ,ηf
)

(x) (5)

=
σx−σ(α+η)

Γ(α)

∫ x

a

tσ(η+1)−1

(xα − tα)1−α
f(t) dt

(0 ≤ a < x < b ≤ ∞).

Definition 4. [12] Let [a, b] ⊂ R be a finite in-
terval. The Katugampola fractional integrals (left-
sided) of order α ∈ C, ρ > 0 Re(α > 0) of a real
function f ∈ Xp

c (a, b) are defined by

(

ρIαa+f
)

(x) (6)

:=
ρ1−α

Γ(α)

∫ x

a

tρ−1

(xρ − tρ)1−α
f(t) dt. (x > a)

Definition 5. (see, e.g., [10], [11]) Let a con-
tinuous function by parts in R = (−∞,∞). The
Liouville fractional integrals (left-sided) of order
α ∈ C, ℜ(α) > 0 of a real function f , are defined
by

(

Iα+f
)

(x) (7)

:=
1

Γ(α)

∫ x

−∞

f(t)

(x− t)1−α
dt (x ∈ R) .

Here, the space Xp
c (a, b) (c ∈ R, 1 ≤ p ≤ ∞) con-

sists of those complex-valued Lebesgue measur-
able functions ϕ on (a, b) for which ‖ϕ‖Xp

c
< ∞,

with

‖ϕ‖Xp

c
=

(∫ b

a
|xcϕ(x)|pdx

x

)1/p

(1 ≤ p < ∞)

and

‖ϕ‖Xp

c
= esssupx∈(a,b)[x

c|ϕ(x)|].

In particular, when c = 1/p (1 ≤ p < ∞), the
space Xp

c (a, b) coincides with the classical Lp(a, b)
space.

Let 0 ≤ a < x < b ≤ ∞. Also, let ϕ ∈ Xp
c (a, b),

α, ρ ∈ R
+, and β, η, κ ∈ R. Then, the fractional

integrals (left-sided and right-sided) of a function
ϕ are defined, respectively, by (see [13])

(

ρIα,βa+,η,κϕ
)

(x) (8)

:=
ρ1−βxκ

Γ(α)

∫ x

a

τρ(η+1)−1

(xρ − τρ)1−α
ϕ(τ) dτ

and
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(

ρIα,βb−,η,κϕ
)

(x) (9)

:=
ρ1−βxρη

Γ(α)

∫ b

x

τκ+ρ−1

(τρ − xρ)1−α
ϕ(τ) dτ.

Remark 1. The fractional integral (8) contains
five well-known fractional integrals as its particu-
lar cases (see also [13–15]):

(i) Setting κ = 0, η = 0 and ρ = 1 in (8),
the integral operator (8) reduces to the
Riemann-Liouville fractional integral (3)
(see also [10, p. 69]).

(ii) Setting κ = 0, η = 0, a = −∞ and ρ = 1
in (8), the integral operator (8) reduces
to the Liouville fractional integral (7) (see
also [10, p.79]).

(iii) Setting β = α, κ = 0, η = 0, and taking
the limit ρ → 0+ with L’Hôspital’s rule in
(8), the integral operator (8) reduces to
the Hadamard fractional integral (4) (see
also [10, p. 110]).

(iv) Setting β = 0 and κ = −ρ(α + η) in (8),
the integral operator (8) reduces to the
Erdélyi-Kober fractional integral (5) (see
also [10, p. 105]).

(v) Setting β = α, κ = 0 and η = 0 in (8),
the integral operator (8) reduces to the
Katugampola fractional integral (6) (see
also [12]).

The principle aim of the present paper is to es-
tablish new Pólya-Szegö inequalities and other of
Chebyshev type by using generalized Katugam-
pola fractional integration theory.

2. Main Results

In this section, we establish some new Chebyshev
type inequalities involving the Katugampola frac-
tional integration approach. Thanks to (2), we
obtain (see [15, Eq. (3.1)])

ρ1−βxκ

Γ(α)

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α
dτ

=
xκ+ρ(η+α) Γ(η + 1)

ρβ Γ(α+ η + 1)
(10)

= Λρ,β
x,κ(α, η)

(

α, x ∈ R
+; β, ρ, η, κ ∈ R

)

.

We also let

(

ρIα,β0+,η,κϕ
)

(x) :=
(

ρIα,βη,κ ϕ
)

(x).

Lemma 1. Let β, κ ∈ R, x, α, ρ ∈ R
+, and

η ∈ R
+
0 . Let f and g be two positive integrable

functions on [0,∞). Assume that there exist four
positive integrable functions υ1, υ2, ω1 and ω2,
such that:

0 < υ1(τ) ≤ f(τ) ≤ υ2(τ)

0 < ω1(τ) ≤ g(τ) ≤ ω2(τ) (11)

(τ ∈ [0, x], x > 0)

Then the following inequality holds:

ρIα,βη,κ

{

ω1ω2f
2
}

(x)ρIα,βη,κ

{

υ1υ2g
2
}

(x)
(

ρIα,βη,κ {(υ1ω1 + υ2ω2)fg} (x)
)2 ≤ 1

4
.

(12)

Proof. From (11), for τ ∈ [0, x], x > 0, we can
write

(

υ2(τ)

ω1(τ)
− f(τ)

g(τ)

)

≥ 0 (13)

and

(

f(τ)

g(τ)
− υ1(τ)

ω2(τ)

)

≥ 0. (14)

Multiplying (13) and (14), we get

(

υ2(τ)

ω1(τ)
− f(τ)

g(τ)

)(

f(τ)

g(τ)
− υ1(τ)

ω2(τ)

)

≥ 0.

From the above inequality, we can write

(υ1(τ)ω1(τ) + υ2(τ)ω2(τ)) f(τ)g(τ) (15)

≥ ω1(τ)ω2(τ)f
2(τ) + υ1(τ)υ2(τ)g

2(τ).

Multiplying both sides of (15) by

ρ1−βxκ

Γ(α)

τρ(η+1)−1

(xρ − τρ)1−α

and integrating the resulting inequality with re-
spect to τ over (0, x), we get

ρIα,βη,κ {(υ1ω1 + υ2ω2)fg} (x)
≥ ρIα,βη,κ

{

ω1ω2f
2
}

(x) + ρIα,βη,κ

{

υ1υ2g
2
}

(x)



140 E. Set, Z. Dahmani, İ. Mumcu / IJOCTA, Vol.8, No.2, pp.137-144 (2018)

Applying the AM-GM inequality, i.e. (a + b ≥
2
√
ab, a, b ∈ R

+), we have

ρIα,βη,κ {(υ1ω1 + υ2ω2)fg} (x)

≥ 2

√

ρIα,βη,κ {ω1ω2f2} (x)ρIα,βη,κ {υ1υ2g2} (x)

which implies that

ρIα,βη,κ

{

ω1ω2f
2
}

(x)ρIα,βη,κ

{

υ1υ2g
2
}

(x)

≤ 1

4

(

ρIα,βη,κ {(υ1ω1 + υ2ω2)fg} (x)
)2

.

So, we get the desired result. �

Corollary 1. If υ1 = m, υ2 = M , ω1 = n and
ω2 = N , then we have

(

ρIα,βη,κ f2
)

(x)
(

ρIα,βη,κ g2
)

(x)
((

ρIα,βη,κ fg
)

(x)
)2

≤ 1

4

(

√

mn

MN
+

√

MN

mn

)2

Remark 2. Setting κ = 0, η = 0 and ρ = 1
in Lemma 1, yields the inequality in [16, Lemma
3.1].

Lemma 2. Let β, κ ∈ R, x, α, θ, ρ ∈ R
+, and

η ∈ R
+
0 . Let f and g be two positive integrable

functions on [0,∞). Assume that there exist four
positive integrable functions υ1, υ2, ω1 and ω2

satisfying condition (11). Then the following in-
equality holds:

ρIα,βη,κ {υ1υ2} (x)ρIθ,βη,κ {ω1ω2} (x)
×ρIα,βη,κ

{

f2
}

(x)ρIθ,βη,κ

{

g2
}

(x)

≤ 1

4

(

ρIα,βη,κ {υ1f} (x)ρIθ,βη,κ {ω1g} (x) (16)

+ρIα,βη,κ {υ2f} (x)ρIθ,βη,κ {υ2g} (x)
)2

.

Proof. From (11), we get

(

υ2(τ)

ω1(ξ)
− f(τ)

g(ξ)

)

≥ 0

and

(

f(τ)

g(ξ)
− υ1(τ)

ω2(ξ)

)

≥ 0

which lead to

(

υ1(τ)

ω2(ξ)
+

υ2(τ)

ω1(ξ)

)

f(τ)

g(ξ)

≥ f2(τ)

g2(ξ)
+

υ1(τ)υ2(τ)

ω1(ξ)ω2(ξ)
. (17)

Multiplying both sides of (17) by ω1(ξ)ω2(ξ)g
2(ξ),

we get

υ1(τ)f(τ)ω1(ξ)g(ξ) + υ2(τ)f(τ)ω2(ξ)g(ξ)

≥ ω1(ξ)ω2(ξ)f
2(τ) + υ1(τ)υ2(τ)g

2(ξ). (18)

Multiplying both sides of (18) by

ρ2(1−β)x2κ

Γ(α)Γ(θ)

τρ(η+1)−1

(xρ − τρ)1−α

ξρ(η+1)−1

(xρ − ξρ)1−θ

and integrating the resulting inequality with re-
spect to τ and ξ over (0, x)2, we get

ρIα,βη,κ {υ1f} (x)ρIθ,βη,κ {ω1g} (x)
+ρIα,βη,κ {υ2f} (x)ρIθ,βη,κ {υ2g} (x)
≥ ρIα,βη,κ

{

f2
}

(x)ρIθ,βη,κ {ω1ω2} (x)
+ρIα,βη,κ {υ1υ2} (x)ρIθ,βη,κ

{

g2
}

(x).

Applying the AM-GM inequality, we have

ρIα,βη,κ {υ1f} (x)ρIθ,βη,κ {ω1g} (x)
+ρIα,βη,κ {υ2f} (x)ρIθ,βη,κ {υ2g} (x)

≥ 2

√

ρIα,βη,κ {f2} (x)ρIθ,βη,κ {ω1ω2} (x)

×
√

ρIα,βη,κ {υ1υ2} (x)ρIθ,βη,κ {g2} (x).

So, we get the desired inequality of (16). �

Corollary 2. If υ1 = m, υ2 = M , ω1 = n and
ω2 = N , then we have

Λρ,β
x,κ(α, η)Λ

ρ,β
x,κ(θ, η)

×

(

ρIα,βη,κ f2
)

(x)
(

ρIα,βη,κ g2
)

(x)
((

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κg
)

(x)
)2

≤ 1

4

(

√

mn

MN
+

√

MN

mn

)2

Remark 3. Setting κ = 0, η = 0 and ρ = 1 in
Lemma 2 yields the inequality in [16, Lemma 3.3].
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Lemma 3. Suppose that all assumptions of
Lemma 2 are satisfied. Then, we have:

ρIα,βη,κ

{

f2
}

(x)ρIθ,βη,κ

{

g2
}

(x) (19)

≤ ρIα,βη,κ

{

υ2fg

ω1

}

(x)ρIθ,βη,κ

{

ω2fg

υ1

}

(x).

Proof. Using the condition (11), we get

ρ1−βxκ

Γ(α)

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α
f2(τ)dτ

≤ ρ1−βxκ

Γ(α)

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

υ2(τ)

ω1(τ)
f(τ)g(τ)dτ

which leads to

ρIα,βη,κ

{

f2
}

(x) ≤ ρIα,βη,κ

{

υ2fg

ω1

}

(x). (20)

Similarly, we have

ρ1−βxκ

Γ(θ)

∫ x

0

ξρ(η+1)−1

(xρ − ξρ)1−θ
g2(ξ)dξ

≤ ρ1−βxκ

Γ(θ)

∫ x

0

ξρ(η+1)−1

(xρ − ξρ)1−θ

ω2(ξ)

υ1(ξ)
f(ξ)g(ξ)dξ,

which implies

ρIθ,βη,κ

{

g2
}

(x) ≤ ρIθ,βη,κ

{

ω2fg

υ1

}

(x). (21)

Multiplying (20) and (21), we get the inequality
of (19). �

Corollary 3. If υ1 = m, υ2 = M , ω1 = n and
ω2 = N , then we have

(

ρIα,βη,κ f2
)

(x)
(

ρIα,βη,κ g2
)

(x)
(

ρIα,βη,κ fg
)

(x)
(

ρIθ,βη,κfg
)

(x)
≤ MN

mn
.

Remark 4. Setting κ = 0, η = 0 and ρ = 1 in
Lemma 3 yields the inequality in [16, Lemma 3.4].

Theorem 2. Let β, κ ∈ R, x, α, θ, ρ ∈ R
+, and

η ∈ R
+
0 . Let f and g be two positive integrable

functions on [0,∞). Assume also that there exist
four positive integrable functions υ1, υ2, ω1 and
ω2 satisfying the condition (11). Then the follow-
ing inequality holds:

∣

∣

∣

∣

Λρ,β
x,κ(α, η)

(

ρIθ,βη,κfg
)

(x)

+Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ fg
)

(x)

−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κg
)

(x) (22)

−
(

ρIθ,βη,κf
)

(x)
(

ρIα,βη,κ g
)

(x)

∣

∣

∣

∣

≤ |G1(f, υ1, υ2)(x) +G2(f, υ1, υ2)(x)|1/2

×|G2(g, ω1, ω2)(x) +G2(g, ω1, ω2)(x)|1/2

where

G1(f, υ1, υ2)(x)

=
Λρ,β
x,κ(θ, η)

4

×

(

ρIα,βη,κ {(υ1 + υ2)f} (x)
)2

ρIα,βη,κ {υ1υ2} (x)
−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x)

and

G2(f, ω1, ω2)(x)

=
Λρ,β
x,κ(α, η)

4

×

(

ρIθ,βη,κ {(ω1 + ω2)f} (x)
)2

ρIθ,βη,κ {ω1ω2} (x)
−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x).

Proof. Let f and g be two positive integrable
functions on [0,∞). For τ, ξ ∈ (0, x) with x > 0,
we define H(τ, ξ) as

H(τ, ξ) = (f(τ)− f(ξ)) (g(τ)− g(ξ)) ,

equivalently,

H(τ, ξ) (23)

= f(τ)g(τ) + f(ξ)g(ξ)− f(τ)g(ξ)− f(ξ)g(τ).

Multiplying both sides of (23) by

ρ2(1−β)x2κ

Γ(α)Γ(θ)

τρ(η+1)−1

(xρ − τρ)1−α

ξρ(η+1)−1

(xρ − ξρ)1−θ
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and double integrating the resulting inequality
with respect to τ and ξ over (0, x)2, we get

ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
H(τ, ξ)dτdξ

= Λρ,β
x,κ(α, η)

(

ρIθ,βη,κfg
)

(x)

+Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ fg
)

(x)

−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κg
)

(x)

−
(

ρIθ,βη,κf
)

(x)
(

ρIα,βη,κ g
)

(x). (24)

Applying the Cauchy-Schwarz inequality for dou-
ble integrals, we can write

∣

∣

∣

∣

ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
H(τ, ξ)dτdξ

∣

∣

∣

∣

≤ ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
f2(τ)dτdξ +

ρ2(1− β)x2κ

Γ(α)Γ(θ)

×
∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

ξρ(η+1)−1

(xρ − ξρ)1−θ
f2(ξ)dτdξ

−2
ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
f(τ)f(ξ)dτdξ

]1/2

×
[

ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
g2(τ)dτdξ +

ρ2(1− β)x2κ

Γ(α)Γ(θ)
∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

ξρ(η+1)−1

(xρ − ξρ)θ
g2(ξ)dτdξ

−2
ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
g(τ)g(ξ)dτdξ

]1/2

Therefore,

∣

∣

∣

∣

ρ2(1− β)x2κ

Γ(α)Γ(θ)

∫ x

0

∫ x

0

τρ(η+1)−1

(xρ − τρ)1−α

× ξρ(η+1)−1

(xρ − ξρ)1−θ
H(τ, ξ)dτdξ

∣

∣

∣

∣

≤
[

Λρ,β
x,κ(α, η)

(

ρIθ,βη,κf
2
)

(x)

+Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ f
2
)

(x)

−2
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x)

]1/2

×
[

Λρ,β
x,κ(α, η)

(

ρIθ,βη,κg
2
)

(x)

+Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ g
2
)

(x)

−2
(

ρIα,βη,κ g
)

(x)
(

ρIθ,βη,κg
)

(x)

]1/2

. (25)

Applying Lemma 1 with ω1(τ) = ω2(τ) = g(τ) =
1, we get

Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ f
2
)

(x)

≤ Λρ,β
x,κ(θ, η)

4

(

ρIα,βη,κ {(υ1 + υ2)f} (x)
)2

ρIα,βη,κ {υ1υ2} (x)
.

This implies that

Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ f
2
)

(x)

−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x)

≤ Λρ,β
x,κ(θ, η)

4

(

ρIα,βη,κ {(υ1 + υ2)f} (x)
)2

ρIα,βη,κ {υ1υ2} (x)
−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x)

= G1(f, υ1, υ2)(x). (26)

and

Λρ,β
x,κ(α, η)

(

ρIθ,βη,κf
2
)

(x)

−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x)

≤ Λρ,β
x,κ(α, η)

4

(

ρIθ,βη,κ {(ω1 + ω2)f} (x)
)2

ρIθ,βη,κ {ω1ω2} (x)
−
(

ρIα,βη,κ f
)

(x)
(

ρIθ,βη,κf
)

(x)

= G2(f, ω1, ω2)(x). (27)

Similarly, applying Lemma 1 with υ1(τ) =
υ2(τ) = f(τ) = 1, we have
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Λρ,β
x,κ(θ, η)

(

ρIα,βη,κ g
2
)

(x)

−
(

ρIα,βη,κ g
)

(x)
(

ρIθ,βη,κg
)

(x)

≤ G1(g, ω1, ω2)(x) (28)

and

Λρ,β
x,κ(α, η)

(

ρIθ,βη,κg
2
)

(x)

−
(

ρIα,βη,κ g
)

(x)
(

ρIθ,βη,κg
)

(x)

≤ G2(g, ω1, ω2)(x). (29)

Using (26)-(29), we conclude the desired re-
sult. �

Remark 5. Setting κ = 0, η = 0 and ρ = 1 in
Theorem 2, yields the inequality in [16, Theorem
3.6].

Theorem 3. Assume that all conditions of The-
orem (2) are fulfilled. Then, we have:

∣

∣

∣

∣

Λρ,β
x,κ(α, η)

(

ρIα,βη,κ fg
)

(x)

−
(

ρIα,βη,κ f
)

(x)
(

ρIα,βη,κ g
)

(x)

∣

∣

∣

∣

≤ |G(f, υ1, υ2)(x)G(g, ω1, ω2)(x)|1/2 (30)

where

G(u, v, w)(x)

=
Λρ,β
x,κ(α, η)

4

×

(

ρIα,βη,κ {(v + w)u} (x)
)2

ρIα,βη,κ {vw} (x)

−
((

ρIα,βη,κ u
)

(x)
)2

.

Proof. Setting α = θ in (22), we obtain (30). �

Corollary 4. If υ1 = m, υ2 = M , ω1 = n and
ω2 = N , then we have

G(f,m,M)(x)

=
(M −m)2

4Mm

((

ρIα,βη,κ f
)

(x)
)2

,

G(g, n,N)(x)

=
(N − n)2

4Nn

((

ρIα,βη,κ g
)

(x)
)2

.

Remark 6. We consider some particular cases of
the result in Theorem 3.

(i) Setting κ = 0, η = 0 and ρ = 1 in the
result in Theorem 3 yields the inequality
in [16, Theorem 3.7],

(ii) Setting β = 0 and κ = −ρ(α + η) in the
result in inequality 30 yields to

∣

∣

∣

∣

Γ(η + 1)

Γ(α+ η + 1)

(

Iα0+,ρ,ηfg
)

(x)

−
(

Iα0+,ρ,ηf
)

(x)
(

Iα0+,ρ,ηg
)

(x)

∣

∣

∣

∣

≤ |G(f, υ1, υ2)(x)G(g, ω1, ω2)(x)|1/2

where

G(u, v, w)(x)

=
Γ(η + 1)

4Γ(α+ η + 1)

×
(

Iα0+,ρ,η {(v + w)u} (x)
)2

Iα0+,ρ,η {vw} (x)
−
((

Iα0+,ρ,ηu
)

(x)
)2

(iii) Setting β = α, κ = 0 and η = 0 in the re-
sult in Theorem 3, under the correspond-
ing reduced assumption, we obtain

∣

∣

∣

∣

xρα

Γ(α+ 1)

(

ρIα0+fg
)

(x)

−
(

ρIα0+f
)

(x)
(

ρIα0+g
)

(x)

∣

∣

∣

∣

≤ |G(f, υ1, υ2)(x)G(g, ω1, ω2)(x)|1/2

where

G(u, v, w)(x)

=
xρα

4Γ(α+ 1)

×
(

ρIα0+ {(v + w)u} (x)
)2

ρIα0+ {vw} (x)
−
((

ρIα0+u
)

(x)
)2

.
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1. Introduction

Kinetic theory emerged with Maxwell and Boltz-
mann, Hilbert, Enskog, Chapman, Vlasov, and
Grad. Investigating for a form of matter which
could clarify Saturn’s rings, Maxwell considered
that they were performed of rocks colliding and
gravitating around the planet. The density of
matter is then parameterized by the space po-
sition x and the velocity v of the rocks. Boltz-
mann modeled the operation, endowed a com-
mon representation of a dilute gas as particles
undergoing collisions and with free motion be-
tween collisions, and he found the famous equa-
tion which is now named after him [1]. Vlasov
obtained another kinetic equation (KE) for plas-
mas of charged particles. Kinetic equations (KEs)
rise in a variety of sciences and implementations
such as astrophysics, aerospace engineering, nu-
clear engineering, particle fluid interactions and
semi-conductor technology recently. The general
property of these models is that the underlying
Partial Differential Equation is posed in the phase
space (x, v) ∈ Rn n ≥ 1, [2].

We consider the problem of obtaining (f, σ) in Ω
from the following equation [1]:

Mv(x, v)fx(x, v) − Mx(x, v)fv(x, v) (1)

− σ(x, v)f = 0.

with the boundary conditions:

f(a, v) = g(v), f(b, v) = h(v) (2)

f(x, c) = m(x), f(x, d) = n(x). (3)

In this work, the reproducing kernel functions for
solving a coefficient inverse problem (IP) for the
KE are given. Reproducing kernels were used
for the first time at the beginning of the twen-
tieth century by Zaremba in his work on bound-
ary value problems for harmonic and biharmonic
functions [3, 4]. The general theory of reproduc-
ing kernel Hilbert spaces was established simulta-
neously and independently by Aronszajn [5] and
Bergman [6] in 1950. Mokhtari et al. have inves-
tigated an inverse problem for a parabolic equa-
tion with a nonlocal boundary condition in the
reproducing kernel space [7]. Cui et al. have used
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reproducing kernel method of solving the coeffi-
cient inverse problem [8]. Xu et al. used simpli-
fied reproducing kernel method for fractional dif-
ferential equations with delay [9]. Tang et al. ap-
plied fitted reproducing kernel method for singu-
larly perturbed delay initial value problems [10].
Fardi et al. implemented the reproducing kernel
method for some variational problems depending
on indefinite integrals [11]. Wahba used regres-
sion design for some equivalence classes of ker-
nels [12]. Nashed et al. found regularization and
approximation of linear operator equations in re-
producing kernel spaces [13]. Al e’damat applied
analytical-numerical method for solving a class
of two-point boundary value problems [14]. For
more details see [15-21].

2. Reproducing kernel functions

In this section, we give some important reproduc-
ing kernel functions.

Definition 1. Hilbert function space H is a re-
producing kernel space if and only if for any fixed
x ∈ X, the linear functional I(f) = f(x) is
bounded [22].

Definition 2. We describe the space T 2
2 [1, 2] as:

T 2
2 [1, 2] = {f ∈ AC[1, 2] : f ′ ∈ AC[1, 2],

f ′′ ∈ L2[1, 2], f(1) = 0 = f(2)}.

The inner product and the norm in T 1
2 [1, 2] are

obtained as follow:

〈f, g〉T 2
2

=
1∑

i=0

f (i)(1)g(i)(1)

+

∫ 2

1
f ′′(s)g′′(s)ds,

f, g ∈ T 2
2 [1, 2]

and

‖f‖T 2
2
=
√
〈f, f〉T 2

2
, f ∈ T 2

2 [1, 2].

Theorem 1. Reproducing kernel function Ak of
reproducing kernel space T 2

2 [1, 2] is found as fol-
low:

Ak(s) =





∑3
i=0 ci(k)s

i, s ≤ k,

∑3
i=0 di(k)s

i, s > k,

(4)

where

c0(k) =
7

12
−

5

8
k −

1

24
k3 +

1

4
k2,

c1(k) = −
5

8
−

3

16
k −

1

16
k3 +

3

8
k2,

c2(k) =
1

4
+

7

8
k +

1

8
k3 −

3

4
k2,

c3(k) = −
5

24
−

1

16
k −

1

48
k3 +

1

8
k2,

d0(k) =
7

12
−

5

8
k −

5

24
k3 +

1

4
k2,

d1(k) = −
5

8
−

3

16
k −

1

16
k3 +

7

8
k2,

d2(k) =
1

4
+

3

8
k +

1

8
k3 −

3

4
k2,

d3(k) = −
1

24
−

1

16
k −

1

48
k3 +

1

8
k2.

Proof. Let f ∈ T 2
2 [1, 2] and 1 ≤ k ≤ 2. We have

〈f,Ak〉T 2
2

=
1∑

i=0

f (i)(1)A
(i)
k (1) +

∫ 2

1
f ′′(x)A′′

k(x)dx

= f(1)Ak(1) + f ′(1)A′

k(1)

+f ′(2)A′′

k(2)− f ′(1)A′′

k(1)

−f(2)A
(3)
k (2) + f(1)A

(3)
k (1)

+

∫ 2

1
f(x)A

(4)
k (x)dx.

by integration by parts. Then, we get

〈f,Ak〉T 2
2

= f(k).

This completes the proof. �

Definition 3. We describe the space M2
2 [−1, 1]

by:

M2
2 [−1, 1] = {g ∈ AC[−1, 1] : g′ ∈ AC[−1, 1],

g′′ ∈ L2[−1, 1], g(−1) = 0 = g(1)}.

The inner product and the norm in M1
2 [−1, 1] are

found as:

〈g, h〉M2
2

=
1∑

i=0

g(i)(−1)h(i)(−1)

+

∫ 2

1
g′′(z)h′′(z)dz,

g, h ∈ M2
2 [−1, 1]

and

‖g‖M2
2

=
√
〈g, g〉M2

2
,

g ∈ M2
2 [−1, 1].
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Theorem 2. Reproducing kernel function Bp of
reproducing kernel space M2

2 [−1, 1] is acquired as:

Bp(z) =





∑3
i=0 ci(p)z

i, z ≤ p,

∑3
i=0 di(p)z

i, z > p,

(5)

where

c0(p) =
31

240
+

1

80
p−

17

80
p2 +

17

240
p3,

c1(p) =
1

80
+

13

80
p−

21

80
p2 +

7

80
p3,

c2(p) = −
17

80
+

19

80
p−

3

80
p2 +

1

80
p3,

c3(p) = −
23

240
+

7

80
p+

1

80
p3 −

1

20
p3,

d0(p) =
31

240
+

1

80
p−

17

80
p2 −

23

240
p3,

d1(p) =
1

80
+

13

80
p+

19

80
p2 +

7

80
p3,

d2(p) = −
17

800
−

21

80
p−

3

80
p2 +

1

80
p3,

d3(p) =
17

240
+

7

80
p+

1

80
p2 −

1

240
p3.

Proof. Let g ∈ M2
2 [−1, 1] and −1 ≤ p ≤ 1. We

obtain

〈g,Bp〉M2
2

=
1∑

i=0

g(i)(−1)B(i)
p (−1)

+

∫ 1

−1
g′′(x)B′′

p (x)dx

= g(−1)Bp(−1) + g′(−1)B′

p(−1)

+g′(1)B′′

p (1)− g′(−1)B′′

p (−1)

−g(1)B(3)
p (1) + g(−1)B(3)

p (−1)

+

∫ 1

−1
g(x)B(4)

p (x)dx.

by integration by parts. Then, we get

〈g,Bp〉M2
2

= g(p).

This completes the proof. �

Definition 4. We describe the space M1
2 [−1, 1]

as:

M1
2 [−1, 1] = {h ∈ AC[−1, 1] : h′ ∈ L2[−1, 1]}.

The inner product and the norm in M1
2 [−1, 1] are

given as:

〈h, p〉V 1
2

= h(−1)p(−1)

+

∫ 1

−1
h′(t)p′(t)dt,

h, p ∈ M1
2 [−1, 1]

and

‖h‖T 1
2

=
√
〈h, h〉T 1

2
,

h ∈ M1
2 [−1, 1].

Lemma 1. The space M1
2 [−1, 1] is a reproducing

kernel space, and its reproducing kernel function
Ek is given as [15]:

Ek(s) = 2 + s, s ≤ k,

2 + k, s > k.

Definition 5. We define the space T 1
2 [1, 2] by

T 1
2 [1, 2] = {h ∈ AC[1, 2] : h′ ∈ L2[1, 2]}.

The inner product and the norm in T 1
2 [1, 2] are

given as:

〈h, p〉V 1
2
= h(1)p(1) +

∫ 2

1
h′(t)p′(t)dt, h, p ∈ T 1

2 [1, 2]

and

‖h‖T 1
2
=
√
〈h, h〉T 1

2
, h ∈ T 1

2 [1, 2].

Lemma 2. The space T 1
2 [1, 2] is a reproducing

kernel space, and its reproducing kernel function
Fp is given as [15]:

Fp(z) = z, z ≤ p,

p, z > p.

3. Main results

Definition 6. If m + n > 2, define the binary
space [22]

W
(m,n)
2 (Ω) = {u : Ω → R |

Lu ∈ W
(1,1)
2 (Ω) if signature(L) � (m− 1, n− 1)}.

Equip W
(m,n)
2 (Ω) with the inner product

〈u, v〉
W

(m,n)
2 (Ω)

=

m−1∑

i=0

∫ d

c

∂n

∂tn
∂iu

∂xi
(a, t)

∂n

∂tn
∂iv

∂xi
(a, t)dt

+
n−1∑

j=0

〈
∂ju

∂tj
(·, c),

∂jv

∂tj
(·, c)

〉

Wm
2 [a,b]

+

∫ ∫

Ω

∂2

∂x∂t

(
∂m+n−2u

∂xm−1∂tn−1

)
∂2

∂x∂t

(
∂m+n−2v

∂xm−1∂tn−1

)
dxdt.

We found the main reproducing kernel function
for the problem in this section. We takeH(x, v) =
x− ln(v), a = −1, b = 1, c = 1, d = 2, and

g(v) = exp

(
−v +

p

8(4 + v2)
+

arctan(v/2)

16

)
,

h(v) = exp

(
v +

v

8(4 + v2)
+

arctan(v/2)

16

)
,
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m(x) = exp

(
x3 +

1

40
+

arctan(1/2)

16

)
,

n(x) = exp

(
2x3 +

1

32
+

arctan(1)

16

)
.

In our problem m = 2, n = 2. We obtain the
main reproducing kernel function as: Jk,p(s, z) =
Ak(s)Bp(z).

where,

Ak(s) =
7

12
−

5

8
k −

1

24
k3 +

1

4
k2 −

5

8
s

−
3

16
sk −

1

16
sk3

+
1

4
s2 +

7

8
s2k +

1

8
s2k3 −

3

4
s2k2

−
5

24
s3 −

1

16
s3k

+
3

8
sk2 −

1

48
s3k3 +

1

8
s3k2, s ≤ k,

Ak(s) =
7

12
−

5

8
s−

1

24
s3 +

1

4
s2 −

5

8
k

−
3

16
ks−

1

16
ks3

+
1

4
k2 +

7

8
k2s+

1

8
k2s3 −

3

4
k2s2

−
5

24
k3 −

1

16
k3s

+
3

8
ks2 −

1

48
k3s3 +

1

8
k3s2, s > k,

Bp(z) =
7

12
−

5

8
p−

5

24
p3 +

1

4
p2 −

5

8
z

−
3

16
zp−

1

16
zp3

+
7

8
zp2 +

1

4
z2 +

3

8
z2p+

1

8
z2p3

−
3

4
z2p2 −

1

24
z3

−
1

16
z3p−

1

48
z3p3 +

1

8
z3p2, p ≤ z,

Bp(z) =
7

12
−

5

8
z −

5

24
z3 +

1

4
z2 −

5

8
p

−
3

16
pz −

1

16
pz3

+
7

8
pz2 +

1

4
p2 +

3

8
p2z +

1

8
p2z3

−
3

4
p2z2 −

1

24
p3

−
1

16
p3z −

1

48
p3z3 +

1

8
p3z2, z > p.

The reproducing kernel function J(k,p)(s, z) is in

W
(2,2)
2 (Ω).

Definition 7. We say that a function u : Ω → R

belongs to the binary space W
(1,1)
2 (Ω) and write

u ∈ W
(1,1)
2 (Ω) provided u ∈ AC(Ω) and the

following three square integrability conditions are
satisfied [22]:

(1) ux(·, c) ∈ L2[a, b];
(2) ut(a, ·) ∈ L2[c, d];
(3) uxt ∈ L2(Ω).

Equip W
(1,1)
2 (Ω) with the inner product

〈u, v〉
W

(1,1)
2

= u(a, c)v(a, c) +

∫ b

a

ux(x, c)vx(x, c)dx

+

∫ d

c

ut(a, t)vt(a, t)dt

+

∫ d

c

∫ b

a

uxt(x, t)vxt(x, t)dxdt.

The binary space W
(1,1)
2 (Ω) is a RKHS with re-

producing kernel G(k,p)(s, z) = Ek(s)Fp(z).

4. Applications

The solution of (1)–(3) is given in the reproducing

kernel spaceW
(2,2)
2 (Ω) in this section. On defining

the linear operator N : W
(2,2)
2 (Ω) → W

(1,1)
2 (Ω) by

Nf = Mv(x, v)fx(x, v)−Mx(x, v)fv(x, v)

− σ(x, v)f, f ∈ W
(2,2)
2 (Ω),

after homogenizing the boundary conditions,
model problem (1)–(3) changes to the problem

Nf = H(x, v, f(x, v)),

(x, v) ∈ [−1, 1]× [1, 2],

f(a, v) = f(b, v) = f(x, c) = f(x, d) = 0.

Lemma 3. N is a bounded linear operator.

Proof. Let f ∈ W
(2,2)
2 (Ω) and (x, v) ∈ Ω. We

have

f(k, p) =
〈
f, J(k,p)

〉
W

(2,2)
2

,

and

Nf(k, p) =
〈
f,NJ(k,p)

〉
W

(2,2)
2

,

∂

∂k
Nf(k, p) =

〈
f,

∂

∂k
NJ(k,p)

〉

W
(2,2)
2

,

∂

∂p
Nf(k, p) =

〈
f,

∂

∂p
NJ(k,p)

〉

W
(2,2)
2

,

∂

∂p

∂

∂k
Nf(k, p) =

〈
f,

∂

∂p

∂

∂k
NJ(k,p)

〉

W
(2,2)
2

.
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Therefore, we have a0, b0, a1, b1 > 0 such that

|Nf(k, p)| ≤ a0 ‖f‖W (2,2)
2

,
∣∣∣∣
∂

∂p
Nf(k, p)

∣∣∣∣ ≤ b0 ‖f‖W (2,2)
2

,
∣∣∣∣
∂

∂k
Nf(k, p)

∣∣∣∣ ≤ a1 ‖f‖W (2,2)
2

,
∣∣∣∣
∂

∂p

∂

∂k
Nf(k, p)

∣∣∣∣ ≤ b1 ‖f‖W (2,2)
2

.

Thus, we get

‖Nf‖2
W

(1,1)
2

=

∫ 2

1

[
∂

∂p
Nf(−1, p)

]2
dp

+ 〈Nf(k, 1), Nf(k, 1)〉M1
2

+

∫ 1

−1

∫ 2

1

[
∂

∂k

∂

∂p
Nf(k, p)

]2
dkdp

=

∫ 2

1

[
∂

∂p
Nf(−1, p)

]2
dp

+ [Nf(−1,−1)]2

+

∫ 1

−1

[
∂

∂k
Nf(k, 1)

]2
dk

+

∫ 1

−1

∫ 2

1

[
∂

∂k

∂

∂p
Nf(k, p)

]2
dkdp

≤
(
a20 + a21 + T (b20 + b21)

)
‖f‖

W
(2,2)
2

.

This completes the proof. �

Now, choose a countable dense subset
{(x1, v1), (x2, v2), . . .} in Ω and define

ϕi = G(xi,vi), Ψi = L∗ϕi,

where N∗ is the adjoint operator of N . The or-

thonormal system {Ψ̂i}
∞

i=1 of W
(2,2)
2 can be de-

rived from the process of Gram–Schmidt orthog-
onalization of {Ψi}

∞

i=1 as

Ψ̂i =
i∑

k=1

βikΨk.

Theorem 3. Let us assume {(xi, vi)}
∞

i=1 is dense
in Ω. Then {Ψi(x, v)}

∞

i=1 is a complete system in

W
(2,2)
2 , and

Ψi = NJ(xi,vi)(x, v).

Proof. We acquire

Ψi = N∗ϕi =
〈
N∗ϕi, J(x,v)

〉
W

(2,2)
2

=
〈
ϕi, NJ(x,v)

〉
W

(1,1)
2

=
〈
NJ(x,v), G(xi,vi)

〉
W

(1,1)
2

= NJ(x,v)(xi, vi)

= NJ(xi,vi)(x, v).

It is obvious that Ψi ∈ W
(2,2)
2 . For each fixed

f ∈ W
(2,2)
2 , if

〈f,Ψi〉W (2,2)
2

= 0, i = 1, 2, . . . ,

then

0 = 〈f,Ψi〉W (1,1)
2

= 〈f,N∗ϕi)〉W (2,2)
2

= 〈Nf, ϕi〉W (1,1)
2

= Nf(xi, vi), i = 1, 2, . . . .

Note that {(xi, vi)}
∞

i=1 is dense in Ω. Therefore,
we obtain Nf = 0. From the existence of N−1, it
follows that f = 0. The proof is completed. �

Theorem 4. If {(xi, vi)}
∞

i=1 is dense in Ω, then
the solution of the problem is obtained as:

f(x, v) =
∞∑

i=1

i∑

k=1

βikH(xk, vk, f(xk, vk))Ψ̂i(x, v).

(6)

Proof. {Ψi(x, v)}
∞

i=1 is a complete system in

W
(2,2)
2 . Therefore, we get

f =
∞∑

i=1

〈
f, Ψ̂i

〉
W

(2,2)
2

Ψ̂i

=
∞∑

i=1

i∑

k=1

βik 〈f,Ψk〉W (2,2)
2

Ψ̂i

=
∞∑

i=1

i∑

k=1

βik 〈f,N
∗ϕk〉W (2,2)

2

Ψ̂i

=
∞∑

i=1

i∑

k=1

βik 〈Nf, ϕk〉W (1,1)
2

Ψ̂i

=
∞∑

i=1

i∑

k=1

βik
〈
Nf,G(xk,vk)

〉
W

(1,1)
2

Ψ̂i

=
∞∑

i=1

i∑

k=1

βikNf(xk, vk)Ψ̂i

=
∞∑

i=1

i∑

k=1

βikH(xk, vk, f(xk, vk))Ψ̂i(x, t).

This completes the proof. �

Now the approximate solution fn can be obtained
from the n-term intercept of the exact solution f
and

fn =
n∑

i=1

i∑

k=1

βikH(xk, vk, f(xk, vk))Ψ̂i. (7)

Obviously

‖fn(x, v)− f(x, v)‖
W

(2,2)
2

→ 0, n → ∞.
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Theorem 5. If f ∈ W
(2,2)
2 then, we have

‖fn(x, v)− f(x, v)‖
W

(2,2)
2

→ 0, n → ∞.

Moreover a sequence ‖fn(x, v)− f(x, v)‖
W

(2,2)
2

is

monotonically decreasing in n.

Proof. We have

‖fn(x, v)− f(x, v)‖
W

(2,2)
2

=
∥∥∥∥∥

∞∑

i=n+1

i∑

k=1

βikH(xk, vk, f(xk, vk))Ψ̂i(x, v)

∥∥∥∥∥
W

(2,2)
2

.

Therefore, we obtain

‖fn(x, v)− f(x, v)‖
W

(2,2)
2

→ 0, n → ∞.

Furthermore, we have

‖fn(x, v)− f(x, v)‖2
W

(2,2)
2

=

∥∥∥∥∥

∞∑

i=n+1

i∑

k=1

βikH(xk, vk, f(xk, vk))Ψ̂i(x, v)

∥∥∥∥∥

2

W
(2,2)
2

=

∞∑

i=n+1

(
i∑

k=1

βikH(xk, vk, f(xk, vk))Ψ̂i(x, v)

)2

.

It is obvious that ‖fn(x, v)− f(x, v)‖
W

(2,2)
2

is

monotonically decreasing in n. �

To test the accuracy of the reproducing kernel
Hilbert space mehod, an example has been given.
The results are compared with the exact solu-
tions. Let us take into consideration the problem
of obtaining (f(x, v), σ(x, v)) in Ω = (−1, 1) ×
(1, 2). The exact solution of the problem is given
as [1]:

f(x, v) = exp

(
x3v

v

8(4 + v2)
+

arctan(v/2)

16

)
,

σ(x, v) = −3x2 − x3 −
1

(4 + v2)2
.

Using our technique, we choose 25, 64 and 100
points in the region Ω = [−1, 1]× [1, 2] and obtain
f25, f64 and f100. Numerical results are in good
agreement with the exact solution. In order to
prove the convergence of the exact solution we
found absolute errors for different values of dense
points n. We give the maximum absolute errors
for different number of dense points in Table 1.
The results demonstrate that the errors become
smaller as n increases.

5. Conclusion

In this work, the reproducing kernel Hilbert space
method was implemented for solving an inverse
problem for the kinetic equation. Given technique

is demonstrated to be of good convergence. It
seems that this technique can also be applied to
higher dimensional inverse problems. We found
the reproducing kernel functions for solutions of
a coefficient inverse problem for the kinetic equa-
tion. We concluded that these reproducing kernel
functions can be used in much more complicated
problems. We demonstrated our results by a ta-
ble. These results proved the power of the repro-
ducing kernel Hilbert space method.
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References

[1] Golgeleyen, F., and Amirov, A. (2011). On the ap-
proximate solution of a coefficient inverse problem for
the kinetic equation. Math. Commun. 16, 283-298.

[2] Perthame, B. (2014). Mathematical tools for kinetic
equations, Bull. Amer. Math. Soc. 41, 205-244.

[3] Zaremba, S. (1907). L’equation biharmonique et une
classe remarquable de fonctions fondamentales har-
moniques. Bulletin International l’Academia des Sci-

ences de Cracovie, pages 147-196.
[4] Zaremba, S. (1908). Sur le calcul numerique des

fonctions demandees dan le probleme de dirichlet et
le probleme hydrodynamique. Bulletin International

l’Academia des Sciences de Cracovie, 125-195.
[5] Aronszajn, N. (1950). Theory of reproducing kernels.

Trans. Amer. Math. Soc., 68, 337-404.
[6] Bergman, S. (1950). The kernel function and confor-

mal mapping. American Mathematical Society, New

York.

[7] Mohammadi, M., Mokhtari, R., and Isfahani, F.T.
(2014). Solving an inverse problem for a parabolic
equation with a nonlocal boundary condition in the
reproducing kernel space. Iranian Journal of Numer-

ical Analysis and Optimization 4(1), 57-76.
[8] Cui, M., Lin, Y., and Yang, L. (2007). A new method

of solving the coefficient inverse problem. Science in

China Series A: Mathematics Apr., 50(4), 561-572.
[9] Xu, M.Q., and Lin, Y. (2016). Simplified reproduc-

ing kernel method for fractional differential equations
with delay. Applied Mathematics Letters, 52, 156-161.

[10] Tang, Z.Q. and Geng, F.Z. (2016). Fitted reproducing
kernel method for singularly perturbed delay initial
value problems. Applied Mathematics and Computa-

tion, 284, 169-174.
[11] Fardi, M., Ghaziani, R.K., and Ghasemi, M. (2016).

The reproducing kernel method for some variational
problems depending on indefinite integrals. Mathe-

matical Modelling and Analysis, 21(3), 412-429.
[12] Wahba, G. (1974). Regression design for some equiva-

lence classes of kernels. The Annals of Statistics 2(5),
925-934.

[13] Nashed, M. Z., and Wahba, G. (1974). Regulariza-
tion and approximation of linear operator equations
in reproducing kernel spaces. Bulltetin of the Ameri-

can Mathematical Society,80(6), 1213-1218.



Reproducing kernel Hilbert space method for solutions of a coefficient inverse problem . . . 151

[14] Al e’damat, A.H. (2015). Analytical-numerical
method for solving a class of two-point boundary
value problems. International Journal of Mathemat-

ical Analysis 9(40), 1987-2002.
[15] Inc, M., and Akgül, A. (2014). Approximate solu-

tions for MHD squeezing fluid flow by a novel method.
Boundary Value Problems, 2014:18.

[16] Inc, M., Akgül, A., and Kilicman, A. (2013). Numeri-
cal solutions of the second-order one-dimensional tele-
graph equation based on reproducing kernel hilbert
space method. Abstract and Applied Analysis, Article
ID 768963, 13 pages.

[17] Akgül, A., and Kilicman, A. (2015). Solving delay dif-
ferential equations by an accurate method with in-
terpolation. Abstract and Applied Analysis, Article ID
676939, 7 pages.

[18] Akgül, A. (2015). New reproducing kernel functions.
Mathematical Problems in Engineering, Article ID
158134, 10 pages.

[19] Inc., M., and Akgül, A. (2014). Numerical solution
of seventh-order boundary value problems by a novel

method. Abstract and Applied Analysis, Article ID
745287, 9 pages.

[20] Boutarfa, B., Akgül, A., and Inc, M. (2017). New
approach for the Fornberg-Whitham type equations.
Journal of Computational and Applied Mathematics,
312, 13-26.

[21] Sakar, M.G., Akgül, A., and Baleanu, D. (2017). On
solutions of fractional Riccati differential equations.
Advances in Difference Equations. 2017:39.

[22] Akgül, A., and Grow, D. Existence of solutions to
the Telegraph Equation in binary reproducing kernel
Hilbert spaces, , Submitted.

Esra Karatas Akgül is an Assistant Professor at
the Department of Mathematics, Faculty of Education,
Siirt University. He received his B. Sc. (2011), M.
Sc. (2013) and Ph.D (2017) degrees from Depart-
ment of Mathematics, Firat University, Turkey. His
research areas includes differential equations and func-
tional analysis.

An International Journal of Optimization and Control: Theories & Applications (http://ijocta.balikesir.edu.tr)

This work is licensed under a Creative Commons Attribution 4.0 International License. The authors retain ownership of
the copyright for their article, but they allow anyone to download, reuse, reprint, modify, distribute, and/or copy articles
in IJOCTA, so long as the original authors and source are credited. To see the complete license contents, please visit
http://creativecommons.org/licenses/by/4.0/.

http://creativecommons.org/licenses/by/4.0/


An International Journal of Optimization and Control: Theories & Applications

ISSN:2146-0957 eISSN:2146-5703

Vol.8, No.2, pp.152-160 (2018)

http://doi.org/10.11121/ijocta.01.2018.00442

RESEARCH ARTICLE

Spectral tau algorithm for solving a class of fractional optimal

control problems via Jacobi polynomials

Youssri H. Youssri* and Waleed M. Abd-Elhameed

Department of Mathematics, Faculty of Science, Cairo University, Giza, Egypt
youssri@sci.cu.edu.eg, waleed@sci.cu.edu.eg

ARTICLE INFO ABSTRACT

Article History:
Received 21 January 2017
Accepted 06 March 2018
Available 11 April 2018

This paper is dedicated to presenting an efficient numerical algorithm for solv-
ing a class of fractional optimal control problems (FOCPs). The basic idea
behind the suggested algorithm is based on transforming the FOCP under
investigation into a coupled system of fractional-order differential equations
whose solutions can be expanded in terms of the Jacobi basis. With the aid
of the spectral-tau method, the problem can be reduced into a system of alge-
braic equations which can be solved via any suitable solver. Some illustrative
examples and comparisons are presented aiming to demonstrate the accuracy,
applicability and efficiency of the proposed algorithm.

Keywords:
Jacobi polynomials
Tau method
Newton’s iterative method
Optimal control problems
System of fractional differential
equations

AMS Classification 2010:
65M70, 65N35, 35C10, 42C10

1. Introduction

Fractional calculus is of course a very important
branch of mathematical analysis. This branch of
calculus is interested in generalizing the deriva-
tives and integrals of integer order to include
derivatives and integrals of an arbitrary order
(real or complex). A large number of authors in-
vestigate fractional derivatives from both theoret-
ical and practical points of view (see, for exam-
ple, [1–4]). It is well-known that many physical
phenomena in acoustics, damping laws, electro-
analytical chemistry, neuron modeling, diffusion
processing and material sciences (see for exam-
ple, [5–7]) are described by fractional differential
equations. Various algorithms are developed for
handling different kinds of fractional differential
equations. Some of these methods are, Adomian
decomposition method [7, 8], variational itera-
tion method [9] and fractional differential trans-
form method [10, 11] and ultraspherical wavelets
method [12].

Optimal control problems arise in various applied
sciences such as mechanics, aerospace engineer-
ing, and economics. The exact solutions for most
of these problems are not easy to implement, so it
is natural to try to derive numerical solutions for
such problems. The general definition of an opti-
mal control problem requires the minimization of
a criterion function of the states and control in-
puts of the system over a set of admissible control
functions. This system is governed by constrained
dynamics and control variables. Additional con-
straints such as final time constraints can be con-
sidered, see for example [13, 14].

Spectral and pseudospectral methods have be-
come increasingly popular as higher order meth-
ods for the solution of various differential equa-
tions represent the solution of a certain problem in
a basis set of orthogonal functions. The main ad-
vantage of these methods is that they can provide
exponential convergence of the solutions. These
methods are employed for solving many prob-
lems appear in various branches of science such as

*Corresponding Author
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physics, chemistry and fluid mechanics. One can
consult the monographs by Shen et al. [15], the
books by Kopriva [16], and Shizgal [17] for some of
these applications. There are three popular tech-
niques for spectral methods, they are Galerkin,
tau and collocation methods. Every method has
its importance. The Galerkin approach requires
to select suitable basis functions satisfying the
boundary conditions and then enforcing the resid-
ual to be orthogonal with the basis functions.
This method has been applied in a variety of pa-
pers. It has has been successfully applied to linear
problems, see for example [18,19]. The collocation
method is a suitable approach for treating non-
linear problems, see for example [20–23]. The tau
method is a particular class of Petrov-Galerkin
method. This method is often used for problems
contain complicated boundary conditions.

Orthogonal polynomials in general and Jacobi
polynomials in particular have distinguished parts
in applied mathematical analysis. It is well-
known that the class of the Jacobi polynomi-
als includes six subclasses of orthogonal polyno-
mials, namely, Legendre, ultraspherical and the
four kinds of Chebyshev polynomials. The Jacobi
polynomials and their special polynomials are ex-
tensively used along with spectral methods for
solving ordinary and fractional differential equa-
tions, see for instance [24–29].

This paper introduces a general numerical algo-
rithm for a class of FOCPs. A FOCP is an opti-
mal control problem in which the criterion and/or
the differential equations governing the dynamics
of the system contain at least one fractional de-
rivative operator.

FOCP can be described by different definitions
of fractional derivatives. The most commonly
used types of fractional derivatives are Riemann-
Liouville and Caputo fractional derivatives. Gen-
eral necessary conditions of optimality have been
developed for FOCPs. For instance, in [9, 11],
the author has achieved Hamiltonian formulas
for FOCPs with Riemann-Liouville fractional de-
rivative, while the author in [30] has achieved
some formulas with Caputo fractional derivative.
Hamiltonian system of equations provides neces-
sary conditions of optimization. The optimal so-
lution of the FOCP should satisfy the system [31].

The main aim of this article is twofold:

• Reformulating fractional optimal control
problem to a coupled system of fractional-
order differential equations.

• Analyzing efficient spectral-tau algorithm
for handling the resulting system of

fractional-order differential equations via
Jacobi polynomials.

The rest of the paper is arranged as follows.
The next section is devoted to presenting math-
ematical preliminaries containing some basic def-
initions in the fractional calculus theory which
are required for establishing our results. Also,
some relevant properties of Jacobi polynomials
and their shifted ones are presented. In Section 3,
we present an efficient spectral tau algorithm for
solving FOCPs. In Section 4, we give some nu-
merical examples to ensure the efficiency, simplic-
ity and applicability of the suggested algorithm.
Finally, Section 5 is devoted to presenting con-
cluding remarks.

2. Preliminaries

This section is devoted to presenting some basic
definitions and properties in fractional calculus.
In addition, some relevant properties of Jacobi
polynomials and their shifted ones are presented.

2.1. Some definitions and properties of

fractional calculus

Definition 1. The Riemann-Liouville fractional
integral operator Iα of order α on the usual
Lebesgue space L1[0, 1] is defined as

Iαf(t) =







1
Γ(α)

∫ t

0
(t− τ)α−1 f(τ) dτ, α > 0,

f(t), α = 0.
(1)

The operator Iα has the following properties:

(i) Iα Iβ = Iα+β ,

(ii) Iα Iβ = Iβ Iα,

(iii)Iα(t− a)ν =
Γ(ν + 1)

Γ(ν + α+ 1)
(t− a)ν+α,

where f ∈ L1[0, 1], α, β > 0, and ν > −1.

Definition 2. The Riemann-Liouville fractional
derivative of order α > 0 is defined by

(Dαf)(t) =

(

d

dt

)n

(In−αf)(t), n− 1 6 α < n, n ∈ N.

(2)

Definition 3. The Caputo fractional left and
right differential operators are defined respectively
as

(0D
α
t f)(t) =

1

Γ(n− α)

∫ t

0
(t− τ)n−α−1 f (n)(τ) dτ,

(3)



154 Y.H. Youssri, W.M. Abd-Elhameed / IJOCTA, Vol.8, No.2, pp.152-160 (2018)

(tD
α
1 f)(t) =

1

Γ(n− α)

∫ 1

t
(τ − t)n−α−1 f (n)(τ) dτ,

(4)
where n− 1 6 α < n, n ∈ N.

The Caputo fractional differential operator satis-
fies the following basic formula, for n−1 6 α < n,

(IαDαf)(t) = f(t)−
n−1
∑

k=0

f (k)(0+)

k!
(t− a)k, t > 0.

For more details on the mathematical properties
of fractional derivatives and integrals, see for ex-
ample, [3].

2.2. Classical Jacobi polynomials

For γ, δ ∈ R, γ, δ > −1, and a nonnegative inte-

ger n, we denote by P
(γ,δ)
n (x) the Jacobi polyno-

mial, which comprises all the polynomial solutions
to singular Sturm-Liouville problems on (−1, 1).

P
(γ,δ)
n (x) has the following Gauss hypergeometric

representation:

P
(γ,δ)
n (x) =

Γ(n+ γ + 1)

n! Γ(γ + 1)
2F1

(

−n, n+ γ + 1; γ + 1;
1− x

2

)

.

The Jacobi polynomials are orthogonal on [−1, 1]

with the wight function w(γ,δ)(x) = (1 − x)γ(1 +
x)δ, in the sense that

∫ 1

−1

(1−x)γ(1+x)δ P (γ,δ)
m (x)P (γ,δ)

n (x) dx = h(γ,δ)
n δmn,

where,

h(γ,δ)n =
2γ+δ+1 Γ(n+ γ + 1)Γ(n+ δ + 1)

(2n+ γ + δ + 1)n! Γ(n+ γ + δ + 1)
,

(5)

and δmn is the well-known kronecker delta func-
tion. These polynomials are eigenfunctions of the
following singular Sturm-Liouville equation

(1−x2)u′′+
(

δ−γ−(γ+δ+2)x
)

u′+n(n+γ+δ+1)u = 0.

Also, Jacobi polynomials may be generated by
means of Rodrigue’s formula

P (γ,δ)
n (x) =

(−1)n

2n n!w(γ,δ)(x)

dn

dxn

[

w(γ,δ)(x)(1−x2)n
]

.

The polynomials, namely the ultraspherical, Le-
gendre, first, second, third and fourth kinds
Chebyshev polynomials, can be deduced as spe-
cial cases of the Jacobi polynomials as shown in
Table 1.

Table 1. Special cases of Jacobi
polynomials.

Ultraspherical polynomials C
(λ)
n = (2λ)n

(λ+ 1
2
)n
P

(λ− 1
2
,λ− 1

2
)

n (x)

Legendre polynomials Ln(x) = P
(0,0)
n (x)

Chebyshev polynomials of first kind Tn(x) =
( 1
2
)n

n! P
(− 1

2
,− 1

2
)

n (x)

Chebyshev polynomials of second kind Un(x) =
( 3
2
)n

(n+1)!P
( 1
2
, 1
2
)

n (x)

Chebyshev polynomials of third kind Vn(x) =
(2n n!)2

(2n)! P
(− 1

2
, 1
2
)

n (x)

Chebyshev polynomials of fourth kind Wn(x) =
(2n n!)2

(2n)! P
( 1
2
,− 1

2
)

n (x)

Note that in this table, the symbol (a)n is the

Pochhammer symbol, (a)n =
Γ(a+ n)

Γ(n)
. For more

details about Jacobi polynomials, one can see
[32–34].

2.3. Shifted Jacobi polynomials

In order to use the Jacobi polynomials on the in-
terval [0, 1], we define the so-called shifted Jacobi
polynomials by introducing the change of variable
t = 2x − 1. Let the shifted Jacobi polynomi-

als P
(γ,δ)
n (2x − 1) be denoted by ρ

(γ,δ)
n (x). Then

ρ
(γ,δ)
n (x) can be obtained as follows:

ρ(γ,δ)n (x) =
(−1)n

n!xδ(1− x)γ
dn

dxn

[

xδ+n(1− x)γ+n

]

.

The shifted Jacobi Polynomials ρ
(γ,δ)
n (x) has the

orthogonality relation

∫ 1

0
xδ(1−x)γ ρ(γ,δ)m (x) ρ(γ,δ)n (x) dx =

h
(γ,δ)
n

2γ+δ+1
δmn.

(6)

The following special values will be of important
use later

ρ
(γ,δ)
i (0) =

(−1)i(δ + 1)i
i!

, ρ
(γ,δ)
i (1) =

(γ + 1)i
i!

, (7)

D
q
ρ
(γ,δ)
i (0) =

(−1)i−q (δ + q + 1)i−q(i+ γ + δ + 1)q
(i− q)!

, (8)

D
q
ρ
(γ,δ)
i (1) =

(−1)i−q (γ + q + 1)i−q(i+ γ + δ + 1)q
(i− q)!

. (9)

A function f(t) defined over [0, 1] may be ex-
panded in terms of the shifted Jacobi polynomials
as

f(t) =

∞
∑

i=0

ci ρ
(γ,δ)
i (t),
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where,

ci =
2γ+δ+1

h
(γ,δ)
i

∫ 1

0
tδ(1− t)γ f(t) ρ

(γ,δ)
i (t) dt. (10)

The following theorem gives the differentiation

and integration formulae of ρ
(γ,δ)
i (t)

Theorem 1. [35] The differentiation and inte-

gration of ρ
(γ,δ)
i (t) are given by the following for-

mulae:

d

dt
ρ
(γ,δ)
i (t) = (i+ γ + δ + 1)ρ

(γ+1,δ+1)
i−1 (t), (11)

∫ t

0

ρ
(γ,δ)
i (s) ds

=
1

i+ γ + δ

(

ρ
(γ−1,δ−1)
i+1 (t) +

(−1)i(δ)i+1

(i+ 1)!

)

. (12)

3. Numerical treatment for FOCP

In this section, we are interested in the reformu-
lation of the fractional optimal control problem.
In addition, we introduce numerical solutions for
the proposed FOCP.

3.1. FOCP reformulation

The fractional optimal control problem (FOCP)
can be defined as follows. Find the optimal con-
trol u(t) for a fractional dynamical system (FDS)
that minimizes the performance index

J(u) =

∫ 1

0
F (t, x(t), u(t)) dt, (13)

subject to the dynamical system

Dα
t x(t) = G(t, x(t), u(t)), α ∈ (n− 1, n], t ∈ [0, 1],

(14)

subject to the initial condition

x(i)(0) = Xi, i = 0, 1, . . . , n− 1, (15)

where x(t) is the state variable, t represents the
time, F and G are two arbitrary functions and Xi

are real known constants. The necessary optimal-
ity conditions (see, [30]) of FOCP (13-15) leads to

0D
α
t x(t) = G(t, x(t), u(t)), (16)

tD
α
1 λ(t) =

∂F

∂x
+ λ

∂G

∂x
, (17)

∂F

∂u
+ λ

∂G

∂u
= 0, (18)

and

x(i)(0) = Xi, λ(i)(1) = 0 i = 0, 1, . . . , n− 1.
(19)

The necessary conditions for the optimality of
the FOCP considered are those given in (16-
19). These equations are similar to the Euler-
Lagrange equations for classical optimal control
problems except that the resulting differential
equations contain the left and the right fractional
derivatives. Moreover, the derivation of these
equations is very similar to the derivation for an
optimal control problem containing integral order
derivatives. Determination of the optimal control
for the fractional system requires solution of Eqs.
(16)-(19).

3.2. Numerical algorithm for FOCP

In this section, we are concerned with the numer-
ical solutions of the coupled system of equations
(16)-(19), by applying shifted Jacobi tau method.
First, we use Eq. (18), to eliminate u(t) from
Eqs. (16) and (17) to obtain a system of coupled
fractional order differential equations of the form:

0D
α
t x(t) = G1(t, x(t), λ(t)), (20)

tD
α
1 λ(t) = F1(t, x(t), λ(t)), (21)

subject to

x(i)(0) = Xi, λ(i)(1) = 0 i = 0, 1, . . . , n− 1.
(22)

We approximate x(t), λ(t) as follows

x(t) ≈
N−1
∑

i=0

ai ρ
(γ,δ)
i (t), (23)

λ(t) ≈
M−1
∑

i=0

bi ρ
(γ,δ)
i (t). (24)

Now we can compute the residual of Eqs. (20)
and (21) as follows:

R1(t) =

N−1
∑

i=0

ai 0D
α
t ρ

(γ,δ)
i (t)

−G1

(

t,

N−1
∑

i=0

ai ρ
(γ,δ)
i (t),

M−1
∑

i=0

bi ρ
(γ,δ)
i (t)

)

,(25)

R2(t) =

M−1
∑

i=0

bi tD
α
1 ρ

(γ,δ)
i (t)

−F1

(

t,

N−1
∑

i=0

ai ρ
(γ,δ)
i (t),

M−1
∑

i=0

bi ρ
(γ,δ)
i (t)

)

.(26)
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The application of the typical tau method yields

∫ 1

0
R1(t)ρ

(γ,δ)
i (t) dt = 0,

i = 0, 1, . . . , N − n− 1, (27)
∫ 1

0
R2(t)ρ

(γ,δ)
i (t) dt = 0,

i = 0, 1, . . . ,M − n− 1. (28)

The derivative and integral formulae of shifted Ja-
cobi polynomials in (11) and (12) enable one to
reduce the integrals in (27) and (28) into a set
of algebraic equations in the unknown expansion
coefficients. Moreover, the use of the initial con-
ditions along with the identities (8) and (9) yield

N−1
∑

i=j

ai
(−1)i(δ + 1)i

i!
= Xj ,

j = 0, 1, . . . , n− 1, (29)
M−1
∑

i=j

bi
(γ + 1)i

i!
= 0,

j = 0, 1, . . . , n− 1. (30)

Eqs. (27)-(30) generate a system of (N +M) al-
gebraic equations in the expansion coefficients, ai
and bi, which can be solved with the aid of the
well-known Newton’s iterative method.

4. Numerical results and discussion

In this section, the spectral-tau Jacobi algorithm
(STJA) is employed for handling some FOCPs
accompanied with some comparisons hoping to
demonstrate the efficiency and applicability of the
proposed algorithm.

Example 1. Consider the following minimiza-
tion problem [31]:

min J =
1

2

∫ 1

0

(

x2 + u2 − 2t2 x− 2t3 u+ t4 + t6
)

dt,

0D
α
t x(t) = 2

(

t1+α Γ(3− α)
)−1

u(t), α ∈ (0, 1),

x(0) = 0,

with the exact solution
(

x(t)
u(t)

)

=

(

t2

t3

)

.

This solution minimizes the performance index J ,
and the minimum value is µ = 0. Applying the
procedures explained in Section 3, we get the fol-
lowing coupled system:

0D
α
t x(t) = 2

(

t1+α Γ(3− α)
)−1

×
[

t3 − 2
(

t1+α Γ(3− α)
)−1

λ(t)
]

, (31)

tD
α
1 λ(t) = x(t)− t2, (32)

x(0) = 0, λ(1) = 1. (33)

If we apply STJA with N = M = 4, then we have

x(t) ≈
3
∑

i=0

ai ρ
(γ,δ)
i (t), (34)

λ(t) ≈
3
∑

i=0

bi ρ
(γ,δ)
i (t). (35)

Now the residuals of (31), (32) can be written in
the following formulae

R1(t) =

3
∑

i=0

ai 0 D
α
t ρ

(γ,δ)
i (t)−

2
(

t1+α Γ(3− α)
)−1

×
[

t3 − 2
(

t1+α Γ(3− α)
)−1

3
∑

i=0

bi ρ
(γ,δ)
i (t)

]

,

(36)

R2(t) =

3
∑

i=0

bi tD
α
1 ρ

(γ,δ)
i (t)−

3
∑

i=0

ai ρ
(γ,δ)
i (t) + t2.

(37)

The application of tau method yields

∫ 1

0
R1(t)ρ

(γ,δ)
j (t) dt = 0, j = 0, 1, 2,(38)

∫ 1

0
R2(t)ρ

(γ,δ)
j (t) dt = 0, j = 0, 1, 2.(39)

Moreover, the initial conditions lead to the follow-
ing two equations:

3
∑

i=0

ai
(−1)i(δ + 1)i

i!
= 0, (40)

3
∑

i=0

bi
(γ + 1)i

i!
= 1, (41)

The system in (38)-(41) can be solved to give

a0 =
(1 + δ)2

(2 + γ + δ)2
, a1 =

2(2 + δ)

(2 + γ + δ)(4 + γ + δ)
,

a2 =
2

(3 + γ + δ)2
, a3 = 0,

and
bi = 0, 0 ≤ i ≤ 3.
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Hence

x(t) = t2, λ(t) = 0.

Finally, and based on Eq. (18), we get

u(t) = t3,

which are the exact solutions.

Example 2. Consider the following FOCP (see,
[31]):

min J =
1

2

∫ 1

0





(

x− t2
)2

+

(

u+ t4 − 20t
9

10

9Γ( 9
10 )

)2


 dt,

0D
1.1
t x(t) = t2 x(t) + u(t),

x(0) = x′(0) = 0,

with solution
(

x(t)
u(t)

)

=

(

t2

20t
9
10

9Γ( 9
10

)
− t4

)

.

This solution minimizes the performance index J

and the minimum value is µ = 0. In Table 2, we
introduce the maximum absolute error

E := max

(

max
t∈[0,1]

|x− xN |, max
t∈[0,1]

|u− uM |
)

by using STJA for various choices of N,M, γ and
δ.

Remark 1. It is worthy to note that the best error
obtained here is 3.28 . 10−17 for (N,M) = (5, 5)
and (γ, δ) = (−1

2 ,
1
2), while the best error obtained

in [31] is 7.03 . 10−8, for (M,N) = (8, 9).

Example 3. Consider the following time invari-
ant FOCP: Find the control function u(t) which
minimizes the performance index (see, [9]):

min J =
1

2

∫ 1

0

[

(

x(t)
)2

+
(

u(t)
)2
]

dt,

0D
α
t x(t) = −x(t) + u(t), 0 < α 6 1

x(0) = 1.

The exact solution for this problem in case α = 1,
is

(

x(t)
u(t)

)

=

(

c0 sinh
(√

2t
)

+ cosh
(√

2t
)

(

c0 +
√
2
)

sinh
(√

2t
)

+
(√

2c0 + 1
)

cosh
(√

2t
)

)

,

where

c0 = −
√
2 sinh(

√
2)+cosh(

√
2)

sinh(
√
2)+

√
2 cosh(

√
2)
.

In Figure 1, we illustrate the exact solution in
case of α = 1, and the STJA solution for the case
corresponds to (N,M) = (7, 7), (γ, δ) = (−1

2 ,
1
2)

(Chebyshev third kind case) and different values of
α. Figure 1 shows the state and the control vari-
ables, respectively, as a function of time. From
this figure it is clear that both the state and the
control variables is close to the solution in the in-
tegral value of α as expected.

Example 4. Consider a linear time varying sys-
tem with the same performance index and the
same initial condition as those considered in Ex-
ample 3, except in this example, the system is sub-
jected to the following dynamic constraint:

0D
α
t x(t) = t x(t) + u(t), 0 < α 6 1,

the exact solution for this problem in case α = 1,
is

(

x(t)
u(t)

)

=

(

c1e
t2

2 sin(t) + e
t2

2 cos(t)

c1e
t2

2 cos(t)− e
t2

2 sin(t)

)

,

where c1 = tan(1). In Figure 2, we illustrate the
exact solution in case of α = 1, and the STJA so-
lution for the case corresponds to (N,M) = (8, 8),
(γ, δ) = (12 ,−1

2) (Chebyshev fourth kind case) and
different values of α. Figure 2 shows the state and
the control variables, respectively, as a function of
time. From this figure it is clear that both the state
and the control variables is close to the solution
in the integral value of α as expected.

Example 5. Consider the following nonlinear
FOCP (see, [36]):

min J =

∫ 1

0

[

et
3/2−tu(t)− 2t3/2x(t)

+
1

4
e2t

3/2−2t − 3

8

√
πet

3/2−2t

+ t3 + u(t)2 − 3

4

√
πe−tu(t) + x(t)2

+ e2t +
9

64
πe−2t

]

dt,

0D
1.5
t x(t) = ex(t) + 2et u(t),

x(0) = x′(0) = 0.

The exact solution for this problem is
(

x(t)
u(t)

)

=

(

t
3
2

1
2 e

−t(3
√
π

4 − et
3
2 )

)

,

which minimizes the performance index J

and the minimum value is 1
2(e

2 − 1) ≈
3.1945280494653251. In Table 3, we introduce the
maximum absolute error



158 Y.H. Youssri, W.M. Abd-Elhameed / IJOCTA, Vol.8, No.2, pp.152-160 (2018)

Table 2. Maximum absolute error of Example 2.

(N,M) (γ, δ) E (γ, δ) E (γ, δ) E

(3,4) 8.40 . 10−10 5.87 . 10−10 2.32 . 10−10

(4,3) (0, 0) 6.85 . 10−10 (−1
2 ,−1

2) 1.02 . 10−10 (12 ,
1
2) 1.85 . 10−10

(5,5) 9.31 . 10−16 5.27 . 10−16 3.25 . 10−16

(3,4) 9.24 . 10−10 6.38 . 10−10 2.32 . 10−10

(4,3) (−1
2 ,

1
2) 4.28 . 10−10 (−1

2 ,
1
2) 1.02 . 10−10 (1, 2) 1.85 . 10−10

(5,5) 3.28 . 10−17 8.27 . 10−17 5.75 . 10−16

E := max

(

max
t∈[0,1]

|x− xN |, max
t∈[0,1]

|u− uM |
)

by using STJA for various choices of N,M, γ and
δ.

Remark 2. It is worthy noting here, for
M = N = 16 and (γ, δ) = (12 ,

1
2) and (−1

2 ,
1
2),

we get J = 3.1945280494653253 and
3.1945280494653258 which is almost the exact
value.

5. Concluding Remarks

In this paper, we presented an efficient numerical
algorithm for some spectral solutions of a class
of fractional optimal control problems. The pro-
posed numerical solutions are expressed as expan-
sions of Jacobi polynomials. The celebrated spec-
tral tau method is utilized for this purpose. The
numerical tests clarify that our method is appli-
cable and it is more accurate than some other
methods in literature.

Acknowledgments

The authors would like to thank the referees and
the editor for their constructive comments; which
helped substantially to improve the manuscript.

References

[1] Brunner, H., Pedas, A. and Vainikko, V. (2001).
Piecewise polynomial collocation methods for linear
Volterra integro-differential equations with weakly
singular kernels. SIAM J. Numer. Anal., 39(3),957–
982.

[2] Kilbas, A.A., Trujillo, J.J. and Srivastava, H.M.
(2006). Theory and applications of fractional differen-
tial equations, volume 204. Elsevier Science Limited.

[3] Podlubny, I. (1998). Fractional Differential Equations:
An Introduction to Fractional Derivatives, Fractional
Differential Equations, to Methods of Their Solution
and Some of Their Applications, volume 198. Aca-
demic press.

[4] Stefan, S.G., Kilbas, A.A. and Marichev, O.T. (1993).
Fractional integrals and derivatives. Theory and Ap-
plications, Gordon and Breach, Yverdon.

[5] Al-Mdallal, Q.M., Syam, M.I. and Anwar, M.N.
(2010). A collocation-shooting method for solving
fractional boundary value problems. Commun. Non-
linear Sci. Numer. Simul., 15(12), 3814–3822.
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1. Introduction

Dynamic scheduling problems arise in diverse
fields such as manufacturing, transportation,
project management, and healthcare. In these
problems, unlike static scheduling problems, jobs
arrive randomly at the system. Depending on the
field, jobs could be orders, patients, and tasks.
Arriving jobs are allocated to resources such as
machines, operating rooms, and surgery rooms.
Dynamic scheduling problems have received con-
siderable attention in the operations research field
in the last decade.

One of the recent variations of dynamic sched-
uling problems considers jobs with target dates
and time windows. In these problems, jobs arriv-
ing randomly at a facility are ideally scheduled
to specific target dates; if this is not possible,
they are scheduled to days within a time win-
dow. Scheduling jobs outside their time windows
results in penalty. These problems typically arise
in chemotherapy appointment booking where jobs
are considered as patients. Patients from each
type have specific target dates and tolerance lim-
its. In such settings, inefficient patient sched-
uling causes excessive wait listing, late patient

appointment notifications, pharmacy congestion,
unbalanced workload between nurses and consid-
erable clerical work [1].Similar problems also arise
in manufacturing where jobs from different types
are scheduled for production considering target
dates. In such settings, early scheduling causes
inventory cost, whereas late scheduling results in
penalty cost.

Chemotherapy appointment booking takes into
account treatment protocols which are designed
to maximize the efficacy of a chemotherapy treat-
ment. Treatment protocols specify things such
as the drugs to be administered, the dosage, ap-
pointment duration, the number of days between
treatments, and tolerance limits [1].

In chemotherapy settings, appointments may be
cancelled due to the fact that patients’ proto-
cols may change. It is fair to say that cancel-
lations were generally ignored in the earlier work
on chemotherapy appointment booking since the
inclusion of cancellations makes the respective
mathematical model significantly complex. How-
ever, cancellations should be among important
features of realistic models.

Towards that end, we consider the chemotherapy
appointment booking problem with cancellations.
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In line with the literature, we model the problem
as a discounted infinite horizon Markov Decision
Process (MDP). Owing to intractability in state
and action spaces, we resort to direct-search based
approximate dynamic programming (ADP) to ap-
proximately solve the problem.

In this paper, we make the following contribu-
tions:

• We consider chemotherapy patient ap-
pointment booking problem with cancel-
lations of treatments.

• We formulate the problem as an MDP.
• We employ a direct-search based ADP
technique for approximately solving the
underlying MDP model.

• We compare the performance of the
direct-search based ADP technique
against a myopic policy.

• Our computational results reveal that the
direct-search based ADP improves the so-
lution of the myopic policy on majority of
problem sets we generated.

The paper is structured as follows. Section 2
reviews the relevant literature. In Section 3,
the chemotherapy appointment booking problem
with cancellations is described and its MDP for-
mulation is provided. Section 4 includes the de-
scription of the Direct search-based ADP. Numer-
ical results are provided in Section 5. Section 6
includes concluding remarks.

2. Literature review

Patient scheduling has been widely studied in the
literature [2–4]. Green et al. [2] studied the issue
of designing the outpatient appointment schedule
and establishing dynamic priority rules for ad-
mitting patients into service. They formulated
the problem as a finite-horizon dynamic program
and identified the properties of the optimal pol-
icy. Cardoen et al. [3] reviewed operations re-
search papers that discuss operating planning and
scheduling. Hulshof et al. [4] reviewed research on
resource capacity planning and control in health
care.

Based on how patients are scheduled, patient
scheduling can be divided into allocation sched-
uling and advance scheduling. Allocation sched-
uling requires that arriving patient requests be
served or rejected immediately, whereas in ad-
vance scheduling, they are scheduled to specific
slots/days in a booking horizon. Examples of
research on allocation scheduling can be found
in [2, 5–7]. Since the focus of this research is on

advance scheduling, we review work on advance
scheduling below.

Patrick et al. [8] studied problems where patients
of different types are scheduled to future days in
a diagnostic facility. They provided a Markov De-
cision Process (MDP) formulation of these prob-
lems; owing to intractability in state and ac-
tion spaces, they employed a linear-programming
based approximate dynamic programming (ADP)
to obtain an approximate solution to underlying
MDP.

Lamiri et al. [9] studied an operating room
planning problem, considering two types of de-
mand for surgery: elective surgery and emergency
surgery. The planning problem is assigning elec-
tive cases to different periods over a planning hori-
zon. The authors proposed a stochastic mathe-
matical programming model to solve their prob-
lem.

Liu et al. [10] proposed a model for dynamic ap-
pointment scheduling problems, taking into ac-
count no-shows, cancellation, patient preferences,
and overtime. Their results indicate that heuris-
tic dynamic policies they proposed outperform
benchmark policies.

Saure et al. [11] studied a dynamic patient
scheduling problem in radiation therapy units.
The authors provided an MDP formulation of
their problem and employed linear programming-
based ADP for obtaining an approximate solu-
tion. Their results reveal that the ADP technique
outperforms the myopic policy in diverse problem
sets.

Geng et al. [12] studied dynamic outpatient sched-
uling for a diagnostic facility with two waiting-
time targets. The authors developed a finite-
horizon MDP model for this problem, and charac-
terized the optimal scheduling policy by proving
the monotonicity and concavity properties of the
components of the MDP model.

Tsai and Teng [13] proposed a stochastic appoint-
ment system for patients with a dynamic call-in
sequence to outpatient clinics with multiple re-
sources. In their model, the schedule for a single-
service period includes a fixed number of blocks of
equal length. Their results indicate that their sto-
chastic model was able to schedule patients more
efficiently as compared to traditional appointment
systems.

There are several studies about patient schedul-
ing on chemotherapy in the literature. These are
summarized below.

Turkcan et al. [14] developed operations plan-
ning and scheduling methods for chemotherapy
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patients, aiming to minimize deviation from op-
timal treatment plans due to limited availabil-
ity of clinic resources. Their model differs from
our model in that they used integer programming
methods for solving their problem since they ig-
nored random and dynamic arrival of patients.

Hahn-Goldberg et al. [15] studied dynamic opti-
mization of chemotherapy outpatient scheduling
with uncertainty. The authors developed dynamic
template scheduling, combining proactive and on-
line optimization.

Hahn-Goldberg et al. [16] modeled a determin-
istic chemotherapy outpatient scheduling prob-
lem using constraint programming. They com-
pared the performance of their best constraint
model against that of a mixed-integer program-
ming (MIP) model. Their results revealed that
constraint programming outperforms the MIP
model.

In a recent study, Alvarado and Ntaimo [17]
studied the problem of scheduling individual
chemotherapy patient appointments and re-
sources. The authors developed mean-risk sto-
chastic integer programming models for solving
their problem.

Our work differs from the abovementioned stud-
ies in that we consider dynamic scheduling with
specific target dates and tolerance limits.

Gocgun and Puterman [1] extended the work in
[8] by considering patients of different types with
specific target dates and tolerance limits. They
studied a chemotherapy patient appointment
booking problem and formulated the problem as
an MDP and employed linear-programming based
ADP for approximately solving the MDP model.
Their model differs from our model in that we
consider cancellations of treatments.

3. Problem description and Markov

decision process model

We consider the following dynamic patient sched-
uling problem (see [1] for a similar description).

• We consider an infinite time horizon and a
finite rolling booking horizon. The book-
ing horizon is a rolling period of N days.

• Patients are classified on the basis of their
appointment tolerances.

• Each day patients of each type with spe-
cific target dates arrive at the facility ran-
domly. Arrival distributions are assumed
to be stationary, and arrivals across pa-
tient types and target dates are assumed
to be independent.

• In line with the literature [1], we assume
that each appointment requires one ap-
pointment slot.

• At the end of each day, scheduling to fu-
ture days over a booking horizon is per-
formed for arriving patients or those pa-
tients are diverted (i.e., they are sent to
another hospital or served through over-
time). (As stated in [1], diversion can be
thought as overtime in chemotherapy set-
tings or outsourcing in the manufactur-
ing setting). Diversion/overtime capac-
ity is assumed to be significantly higher
than the maximum number of patients
that need to be diverted on any day.

• There is no cost incurred for scheduling
patients to days within their tolerance
limits, whereas scheduling a patient to a
day outside the tolerance limit results in
a type-dependent scheduling cost per day.

• Diverting patients or serving them
through overtime results in diversion cost,
which is the same for patients of each
type.

• We consider cancellation of appointments.
In line with the related literature [18]
we assumed that once an appointment is
cancelled, it is not rescheduled to a fu-
ture date. This is due to the fact that
rescheduling cancelled appointments to a
future day would further complicate the
problem.

• The objective is to perform scheduling of
arriving patients to available days (or di-
vert them) in a booking horizon so as to
minimize total discounted expected cost.

In line with the literature [1, 2, 19], we
assume that scheduling costs for patients
of each type are linear in the number of
days outside their time window. The func-
tion of these costs is to penalize the sys-
tem for violating time windows. As stated
in [1], higher scheduling costs are incurred
for patients with lower tolerances. The
function of diversion costs is to penalize
the system for not scheduling a patient [1].

It is worth noting that in our problem,
the diversion is not necessarily considered
as overtime. Utilizing overtime means the
appointment can be dealt with through
overtime on the day the decision is given.
Hence, in line with the literature [1], we do
not consider scheduling an appointment
to a future day and at the same time per-
forming it through overtime.
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3.1. Markov decision process model

3.1.1. State Space

The state space s ∈ S takes the following form:

s = (xikn, y11, y12, . . . , yIN ),

where I is the number of patient types, xikn for
i = 1, . . . , I, k = 1, . . . , N , n = 1, . . . , N is num-
ber of type-i patients with target date k scheduled
to day n, yik for i = 1, . . . , I, k = 1, . . . , N is num-
ber of type-i patients with target date k waiting
to be scheduled.

3.1.2. Action sets

The decision to be made at the end of each day
is to determine patients to book on specific days
and diverted patients with specific target dates.
Ax;y denotes the set of available actions in state
s = (x; y). Any action in Axy is represented by:
a = (aikn, zik),
where aikn is the number of type-i patients with
target date k to book on day n, zik is the number
of diverted type-i patients with target date k.

The set of feasible actions must satisfy the fol-
lowing constraints:

I
∑

i=1

N
∑

k=1

xikn +
I

∑

i=1

N
∑

k=1

aikn ≤ C1, n = 1, . . . , N (1)

I
∑

i=i

N
∑

k=1

zik ≤ C2 (2)

N
∑

k=1

N
∑

n=1

aikn +
N
∑

k=1

zik =
N
∑

k=1

yik, i = 1, . . . , I (3)

where C1 is daily resource capacity and C2 is
maximum number of patients diverted or served
through overtime each day. Constraint 1 ensures
that total number of patients scheduled on each
day is limited by daily capacity. Constraint 2 dic-
tates that total number of patients diverted (or
served through overtime) is limited by diversion
capacity. Constraint 3 ensures that all of the ar-
riving patients must be either scheduled or di-
verted.

3.1.3. Transition probabilities

After all scheduling actions are taken, the num-
ber of new requests for each type of patient and
number of treatments of each type that are can-
celled affect the transition to the next state of the
system.

Let dikn be the number of type-i patients with
target date k booked on day n that are cancelled,
and Pr(qik) be the probability that qik new re-
quests for type-i patients arrived. The probabil-
ity that dikn treatments for type-i patients with
target date k scheduled to day n are cancelled is
represented by the term Qikn(dikn), which is ex-
pressed as follows:

Qikn(dikn) =

(

xikn
dikn

)

pdiknikn (1− pikn)
xikn−dikn ,

where pikn is the probability that a treatment of
type i with target date k booked to day n is can-
celled. On selecting decision a in state s, one
component of the next state equals

(x
′

ikn, y
′

ik) = (xi,k,n+1 + ai,k,n+1 − di,k,n+1, yik

−(
I

∑

i=1

N
∑

n=1

aikn +
I

∑

i=1

N
∑

k=1

zik) + qik))

with probability

Pr(qik)Qikn(dikn)

Hence the state changes according to

P (s
′

|s, a) =
I
∏

i=1

N
∏

k=1

Pr(qik)
I
∏

i=1

N
∏

n=1

N
∏

k=1

Qikn(dikn),

if s
′

satisfies Eqs. (4),(5), and (6).

x
′

i,k,n = xi,k,n+1 + ai,k,n+1 − di,k,n+1, (4)

i = 1, . . . , I; k = 1, . . . , N ;n = 1, . . . , N − 1

x
′

i,k,N = 0; i = 1, . . . , I; k = 1, . . . , N (5)

y
′

i,k = yik − (

I
∑

i=1

N
∑

n=1

aikn +

I
∑

i=1

N
∑

k=1

zik) + qik,

(6)

i = 1, . . . , I; k = 1, . . . , N

Equations (4) and (5) show the new number of
type-i patients with target date k booked on day
n. Equation (6) defines the new number of type-i
patients with target date k waiting to be sched-
uled.

3.1.4. Costs

As stated in [1], the cost of scheduling a type-i
patient with target date k to day n is denoted
b(i, k, n). It is given by
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b(i, k, n) =







0, if Li ≤ n ≤ Ui

(Li − n)ci1 if Li ≥ n
(n− Ui)c

i
2 if n > Ui,

(7)

where Li for i = 1, . . . , I and Ui for i = 1, . . . , I
are lower and upper tolerance limits for type-i pa-
tients, respectively. ci1 for i = 1, . . . , I and ci2 for
i = 1, . . . , I are unit early and unit late costs for
type-i patients, respectively. The immediate cost
is expressed as

c(a, z) =
∑

i,k,n

b(i, k, n)aikn +
I

∑

i=1

d(i)
N
∑

k=1

zik (8)

where d(i) for i = 1, . . . , I is a per unit penalty
cost for diverting a type-i patient.

3.1.5. Bellman’s equations

Discounting with discount factor λ is assumed in
our model. Bellman’s equations for finding a pol-
icy that minimizes the expected infinite horizon
discounted cost are expressed as follows:

v(x, y) = min
(a,z)∈Ax,y

{

c(a, z) + λ
∑

y
′
∈D(y

′

)v(x
′

, y
′

)
}

, (9)

where D is the set of all possible demand vec-
tors. However, our MDP model is intractable ow-
ing to the fact that state and action spaces grow
exponentially with the number of patient types
and the length of the booking horizon. Therefore
we resort to approximate dynamic programming
(ADP) for approximately solving our model. The
ADP technique we utilized in this research is de-
scribed next.

4. Direct-search based approximate

dynamic programming

ADP has been extensively used for solving in-
tractable MDPs in diverse fields such as manufac-
turing, healthcare, and revenue management [20].
ADP techniques are mainly classified as linear
programming (LP)-based ADPs and simulation-
based ADPs. In the LP-based ADP approach,
the underlying MDP model is transformed into
the equivalent LP version of Bellman’s equations,
and then approximate value function is used to
make the LP model tractable [21–23]. Whereas
simulation-based ADP techniques find an approx-
imate solution to the Bellman’s equations by sim-
ulating the evolution of the system over a num-
ber of initial states in order to tune the parame-
ters [24,25]. They employ simulation models such
as statistical sampling and reinforcement learning
methods for estimating the value functions [26].

In ADP, the value function is approximated
through a combination of basis functions, which
represent some important features of the state of
the system. There are certain ways for doing so,
and one of them is linear approximation, which
takes the following form:

V (s) ≈
K
∑

k=1

rkΦk(s),

where rk for k = 1, . . . ,K are tuning parameters
and Φk(s) for k = 1, . . . ,K are basis functions.
After the value function is approximated, an ADP
policy is obtained by tuning the approximation
parameters iteratively. In particular, the goal of
ADP techniques is to find the optimal parame-
ter vector that minimizes a certain performance
metric such as the sum of squared differences be-
tween the approximate cost-to-go function and
the estimated cost-to-go function over sampled
states [27]. The resulting optimization problem
is generally solved using regression-based tech-
niques [20, 24]. However, we utilize an approach
that solves an optimization problem for tuning
the ADP parameters to achieve the best policy
resulting from those parameters. We then obtain
the ADP policy using the approximate value func-
tions.

4.1. Retrieving the ADP Policy from the

Approximate Value Function

After the end of the parameter tuning phase
which makes the approximate value of a given
state available, the ADP policy is retrieved by
computing a decision vector for any desired state
of the system. As stated in [27], that decision vec-
tor is myopic with respect to the value function
approximation of our MDP. The decision retrieval
problem for a particular state s of our MDPmodel
is given by

min
(a,z)∈Ax,y







c(a, z) + λ
∑

y
′
∈D

(y
′

)ṽ(x
′

, y
′

)







, (10)

where Ṽ (x
′

, y
′

) is the approximate value of state

(x
′

, y
′

).

Details about basis functions for the ADP imple-
mentation are discussed next.

4.2. Basis Functions

The basis function we chose for the ADP tech-
nique are as follows:
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Φ(s) =
∑

k,n:n=k

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a1kn)
2/2

+
N
∑

k=2

N
∑

n=1:n=k−1

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a2kn)
2/8

+
N
∑

k=1

N
∑

n=1:n=k

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a2kn)
2/8

+
N−1
∑

k=1

N
∑

n=1:n=k+1

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a2kn)
2/8

+
N
∑

k=3

N
∑

n=1:n=k−2

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a3kn)
2/32

+
N
∑

k=2

N
∑

n=1:n=k−1

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a3kn)
2/32

+
N
∑

k=1

N
∑

n=1:n=k

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a3kn)
2/32

+
N−1
∑

k=1

N
∑

n=1:n=k+1

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a3kn)
2/32

+
N−2
∑

k=1

N
∑

n=1:n=k+2

(C1 −
I

∑

i=1

N
∑

kk=1

xi,kk,n − a3kn)
2/32.

Our basis function utilizes available capacity for
each day in retrieving the ADP policy and dic-
tates that patients with lower tolerance lim-
its have higher priority when scheduling is per-
formed. The first term corresponds to avail-
able capacity for tolerance (0, 0), the next three
terms correspond to available capacity for toler-
ance (1, 1), and the next five terms correspond to
available capacity for tolerance (2, 2).

4.3. Direct Search

We tune parameters using direct search (see [27]
and [28] for the implementation of direct search).
Unlike regression-based techniques, direct search
considers the ultimate goal of finding good poli-
cies. In particular, direct search deals with an
optimization problem where the variables consist
of feasible r’s and the objective function value is
the expected cost of the policy induced by the cor-
responding parameter vector [27]. The resulting
optimization problem is expressed as follows:

min
r∈RN

E
[

T
∑

t=0

c(st, πr(st))
]

, (11)

where T is a random variable denoting the final
step of the search, st is the state at step t of the
search, πr is the policy obtained by the parame-
ter vector r, πr(st) is the action dictated by the
policy πr in the state at stage t, and c(st, πr(st))

is immediate cost incurred at step t as a result of
choosing πr(st). Here, πr is obtained by solving
the aforementioned decision retrieval problem via
the parameter vector r used to approximate the
value function for each possible state visited dur-
ing the search. The objective function in Eq. (11)
is the expected cost of the policy πr [27].

During the implementation of the direct search-
based ADP, we let r range from 0 to 10000 in
increments of 500. We choose the value based on
the best policy performance when decisions are
made by solving Equation 10.

5. Numerical results

This section focuses on the comparison of the
performance of the direct search-based ADP pol-
icy with that of the myopic policy. The my-
opic policy is obtained by solving the problem

min
(a,z)∈Ax,y

c(a, z) for any state s ∈ S. We used

AMPL with CPLEX 12 for solving all integer pro-
grams.

5.1. Experimental design

We consider a chemotherapy center where the
length of the booking horizon is 10 (for larger
problems the length of the booking horizon is set
to 20). In line with the literature [1], we set the
number of patient types to 3 and tolerance limits
to (0,0), (1,1), and (2,2). We assume that arrival
distribution is independent Poisson with mean 1
for each type for each day over the booking hori-
zon. Probability that a scheduled treatment is
cancelled has three levels: 0.01, 0.05, and 0.1. We
assume capacity levels of 25 and 30; the former
level corresponds to the low capacity case whereas
the latter represents the medium capacity case
owing to the fact that the total mean daily de-
mand nearly equals 30 (for larger problems, those
levels are set to 55 and 60.). In line with the lit-
erature [1], we set ci1, the unit early scheduling
costs per day to 100, 75, and 50, whereas ci2, the
unit late scheduling costs per day, is set to 125,
100, and 75.

We set diversion cost per patient for each patient
type to 50 and 250. The case when the diver-
sion cost equals 50 is referred by [1] as ”rigid tol-
erance case”, whereas other choices for the di-
version costs are referred as ”relaxed tolerance
cases”. We also consider the cases where early
(late) scheduling costs are much higher than late
(early) scheduling cost for the relaxed tolerance
case. In line with the literature [1], we set the
unit early scheduling cost per day for each pa-
tient type to 300, 225, and 150, respectively for
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the high early scheduling cost case whereas the
unit late scheduling cost per day for each patient
type was set to 250, 200, and 150, respectively
for the high late scheduling cost case. Discount
factor is set to 0.99.

By changing the length of the booking horizon,
cancellation probability, levels of capacity, diver-
sion cost, and scheduling cost, we generated 32
problem sets. Simulation run lengths are set to
50. For each problem set, we ran 50 independent
simulations.

5.2. Results

We present our results in Tables 1-8. Each row
of the below tables represents a different prob-
lem set. For each problem, we utilized Paired− t
test to statistically identify whether the ADP pol-
icy or the myopic policy performs better. Total
costs obtained by the ADP policy and the myopic
policy are listed in the second and third column
of each table, respectively. The percentage im-
provement obtained by the ADP policy over the
myopic policy is given in the fourth column of
each table. The final column of each table re-
veals whether there is a statistically significant
improvement over the myopic policy.

We begin with the analysis of results for the rigid
tolerance cases. As mentioned earlier, in the
rigid tolerance case diversion cost per patient is
50. The results indicate that in reasonable-sized
problems (i.e., N = 10), the ADP policy statisti-
cally performs better than the myopic policy ex-
cept for the case where the level of capacity is 30
and cancellation probability is 0.5 (see Table 1).
Additionally, the ADP policy generally performs
better in low capacity situations as compared to
medium capacity situations. It is also worth not-
ing that the percentage difference between the two
policies is significantly high in the case where the
level of capacity is medium and cancellation prob-
ability is high. Finally, the superiority of the ADP
policy over the myopic policy in the rigid toler-
ance case diminishes in large-sized problems (i.e.,
N = 20) (see Table 3).

In the relaxed tolerance case, the ADP policy sig-
nificantly performs better than the myopic policy
for reasonable-sized problems (see Table 2). The
corresponding percentage improvement over the
myopic policy is higher than that in the rigid tol-
erance case. Further, unlike in the rigid tolerance
case, the performance of ADP increases when the
level of capacity is increased from low to medium
level. Yet, for large-sized problems, using ADP
results in very small improvement when cancel-
lation probability is small; if this probability is

high, the performance of ADP and the myopic
policy turns out to be the same (see Table 4).

The results for the high early scheduling cost case
indicate that the performance of the ADP policy
is significantly higher than that of the myopic pol-
icy for reasonable-sized problems (see Table 5).
The corresponding percentage improvement over
the myopic policy is higher as compared to that
for the rigid tolerance case. However, the perfor-
mance of the ADP policy for this case decreases
when the problem size increases (see Table 6). We
have similar observations for the high late sched-
uling cost case (see Tables 7 and 8).

Table 1. Results for the rigid toler-
ance case with N = 10.

(C1, pikn) ADP Myopic % impr. Sign.?

(25,0.01) 4141 4434 6.6 YES
(25,0.05) 2137 2266 5.7 YES
(25,0.1) 938 956 1.8 YES
(30,0.01) 1584 1655 4.3 YES
(30,0.05) 326 327 0.2 NO
(30,0.1) 5 17 72 YES

Table 2. Results for the relaxed tol-
erance case with N = 10.

(C1, pikn) ADP Myopic % impr. Sign.?

(25,0.01) 22911 25348 9.6 YES
(25,0.05) 9852 10625 7.3 YES
(25,0.1) 3719 3796 2 YES
(30,0.01) 6892 8141 15.3 YES
(30,0.05) 1110 1356 18.1 YES
(30,0.1) 10 36 72 YES

Table 3. Results for the rigid toler-
ance case with N = 20.

(C1, pikn) ADP Myopic % impr. Sign.?

(55,0.01) 16737 17110 2.2 YES
(55,0.05) 3064 3064 0 NO
(55,0.1) 1621 1621 0 NO
(60,0.01) 11936 12010 0.6 NO
(60,0.05) 214 214 0 NO
(60,0.1) 0.9 0.9 0 NO

Table 4. Results for the relaxed tol-
erance case with N = 20.

(C1, pikn) ADP Myopic % impr. Sign.?

(55,0.01) 86732 90672 4.3 YES
(55,0.05) 13310 13310 0 NO
(55,0.1) 7499 7499 0 NO
(60,0.01) 59620 62248 4.2 YES
(60,0.05) 856 856 0 NO
(60,0.1) 2 2 0 NO
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Table 5. Results for the relaxed tol-
erance high early scheduling case with
N = 10.

(C1, pikn) ADP Myopic % impr. Sign.?

(25,0.01) 22995 25360 9.3 YES
(25,0.05) 9947 10693 7.0 YES
(25,0.1) 3824 3899 1.9 YES
(30,0.01) 6969 8019 13.1 YES
(30,0.05) 1289 1365 5.6 YES
(30,0.1) 12 45 73 YES

Table 6. Results for the relaxed tol-
erance high early scheduling case with
N = 20.

(C1, pikn) ADP Myopic % impr. Sign.?

(55,0.01) 87078 91287 4.6 YES
(55,0.05) 13976 13976 0 NO
(55,0.1) 7526 7526 0 NO
(60,0.01) 59976 62650 4.3 YES
(60,0.05) 1087 1087 0 NO
(60,0.1) 0.9 0.9 0 NO

Table 7. Results for the relaxed tol-
erance high late scheduling case with
N = 10.

(C1, pikn) ADP Myopic % impr. Sign.?

(25,0.01) 21797 23610 7.7 YES
(25,0.05) 10436 11621 10.2 YES
(25,0.1) 4288 4394 2.4 YES
(30,0.01) 7672 8477 9.5 YES
(30,0.05) 1401 1782 21.4 YES
(30,0.1) 12 38 67 YES

Table 8. Results for the relaxed tol-
erance high late scheduling case with
N = 20.

(C1, pikn) ADP Myopic % impr. Sign.?

(55,0.01) 84263 87521 3.7 YES
(55,0.05) 14320 14320 0 NO
(55,0.1) 7866 7866 0 NO
(60,0.01) 59242 61145 3.1 YES
(60,0.05) 990 990 0 NO
(60,0.1) 0.9 0.9 0 NO

6. Conclusion

We studied a chemotherapy appointment booking
problem where patients have specific target dates,
are classified based on their tolerance limits, and
are scheduled to days in advance. Unlike the rel-
evant literature, we considered cancellations of
treatments. We provided an MDP formulation

of this problem and because of huge state and ac-
tion spaces, we approximately solved the problem
using a direct search-based ADP.

Direct search-based ADP can be considered as a
relatively new technique among other ADP tech-
niques. In this research, we demonstrated that it
can be a viable method for solving chemotherapy
appointment booking problems. In particular,
our work revealed that the performance of the my-
opic policy can be significantly improved through
the implementation of direct search-based ADP.
It is worth noting that further improvements may
be achieved by trying various basis functions as
part of direct search-based ADP.

Cancellation of the treatments in the chemother-
apy appointment booking problem with target
dates and tolerance limits were not considered in
the relevant literature because of resulting com-
putational challenges. By including cancellations
into our model, we filled this gap in this area. As
a future research, overbooking and no-shows can
be incorporated into our model and direct search-
based ADP can be utilized for solving other dy-
namic scheduling problems.
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 In this study, a feature vector optimization based method has been proposed for 

classification of the heartbeat types. Electrocardiogram (ECG) signals of five 

different heartbeat type were used for this aim. Firstly, wavelet transform (WT) 

method were applied on these ECG signals to generate all feature vectors. 

Optimizing these feature vectors is provided by performing particle swarm 

optimization (PSO), genetic search, best first, greedy stepwise and multi objective 

evoluationary algorithms on these vectors. These optimized feature vectors are 

later applied to the classifier inputs for performance evaluation. A comprehensive 

assessment was presented for the determination of optimized feature vectors for 

ECG signals and best-performing classifier for these optimized feature vectors was 

determined. 
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1. Introduction 

Electrocardiogram (ECG) signals have a critical 

importance for determining abnormal heart conditions. 

Computer-aided analysis of these data is particularly 

considerable regarding the development of smart 

medical platforms. For this purpose, it is necessary to 

automatically detecting and recognizing heartbeats 

from  ECG signals. 

Heartbeat detection process from the ECG signals is not 

easy to realize because of the various types of noise, 

which exist in the ECG signals [1]. Different 

techniques have been comprehensively analyzed for 

beat detection such as digital filter usage [2, 3], the 

wavelet transform (WT) [4-7], neural networks (NN) 

[8, 9], hidden markov model [10] and particle swarm 

optimization (PSO) [11]. Detected heartbeat signals are 

segmented to be used in the classification systems.  

There are two main stages in the ECG signal 

classification. These are feature extraction and 

classification stages. In the feature extraction stage, 

distinguishing features of ECG signals are revealed. 

These features are used to generate feature vectors for 

each signal. Feature extraction is required to remove 

unnecessary, noisy or corrupted inputs. This stage 

improves the accuracy of classifiers which are used in 

the consequent classification stage. In the classification 

stage, a suitable classifier was trained on the obtained 

features. 

 

WT methods such as multiresolution and discrete types 

[12-16] are frequently used for feature extraction 

process. There are also other studies where higher order 

statistic [17] and mathematical morphology method 

[18] were employed. In the classification stage, 

different classifiers can be applied such as extreme 

learning machines [19] and support vector machines 

[20-22]. NN classifier also was widely used in 

classification studies [23-25]. 

In this study, feature vector optimization approach was 

used to classify heartbeat signals. The PSO search [26], 

genetic search [27], best first-greedy stepwise [28] and 

multi-objective evolutionary search [29] methods are 

applied on these feature vectors for reducing the 

computational complexity of the overall process. The 

optimized vectors were passed as inputs to the classifier 

algorithms. Random forests (RF) [30] and least square 

support vector machines (LS-SVM) [31] classifiers 

were selected for determining the heartbeat types. 

Experimental results were conducted on an ECG 

dataset which includes five different heartbeat type. 

These ECG signals are collected from the MIT-BIH 

arrhythmia database.       

The rest of this paper is organized as follows: Section 2 

briefly presents the feature optimization problem. 

Section 3 describes the proposed method in detail. 

Section 4 presents the experimental results and Section 

5 concludes the paper.

http://www.ams.org/msc/msc2010.html
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2. Feature optimization 

Feature optimization is one of the most significant 

challenges in data analysis studies due to the huge 

volume of data to be processed. Feature selection and 

optimization reduce the dimension of the data by 

removing unnecessary features so that these processes 

improve the performance of algorithms. There are 

variously supervised, semi-supervised and 

unsupervised feature optimization techniques in the 

literature. 

The main idea of this optimization process is gathering 

a subset of existing features by eliminating features 

which are containing relatively little information. The 

relevance relation of a set and the target class should be 

defined to facilitate the feature optimization. Let X set 

denotes the input features and Y set denotes the relevant 

classes. 

1 2 m{x ,x ,..., x }X  , 1 2{ , ,..., }nY y y y  (1) 

Among {x, y}  pairs, the objective function of feature 

selection is finding a subset of pairs which can be 

defined as follows, 

,( X)
( ) max ( )

m
S X O

  
   (2) 

In equation (2), O function is  the feature optimization 

function which calculates the accuracy of a feature 

subset. In feature optimization, the search space 

contains all the possible subsets of features so that 

feature optimization can significantly affect the 

performance of ECG signal classification. 

Consequently, feature selection and optimization 

problem is an NP-hard problem [32] so that meta-

heuristics such as evolutionary algorithms are 

frequently considered in creating a solution space when 

there is a large number of features [33]. It is essential to 

determine the best techniques for specific tasks such as 

beat detection and recognition. In this study, we 

analyze ECG signal with various optimization methods 

and classifier algorithms.  

3. The proposed method 

3.1 Feature vectors 

The first step in the process of determining the optimal 

feature vectors for ECG signals is to make feature 

deductions on these signals. For this purpose, 6 level 

Dabuchies (Db6) [34] wavelet transform method was 

used in the study. By using wavelet transform, 

coefficient matrices are obtained for the signals 

separated into lower frequency bands. The steps of this 

process are shown in detail in Figure 1. 

In the wavelet transform process, input signals are 

passed through high-pass and low-pass filters after each 

conversion. These filters provide a detailed analysis of 

high and low-frequency components of the signal. As a 

result of the wavelet transform, approximation (An) and 

detail (Dn) coefficients are formed at each level of the 

input signal.  

Beat Signal

D1 A1

D2

A3D3

A2

Level 1

Level 2

Level 3

Level 4

Level 5

Level 6

D4

D5

D6

Input Signal

A4

A5

A6

Figure 1. Wavelet transform steps for 6 levels. 

 

Coefficient matrices do not have an appropriate use 

because of the large size data classifiers they contain. 

For this reason, data in these coefficient matrices have 

to be reduced to lower dimensional representing data. 

Statistical methods were commonly employed for this 

purpose. In this study, energy, mean, standard deviation 

and norm entropy methods were used. Energy 

calculation on coefficient matrices can be defined as: 

 
2

1

N
i i

k

k

E C



 for i=1…M                                        (3)  

where C denotes coefficient matrices, and N is the size 

of these matrices. Finally, M denotes the number of the 

sub-bands. The average of coefficient matrices is 

calculated as follows, 

1

1 N
i i

k

k

C
N




 
 (4) 

Thus, an average value is obtained for the coefficient 

matrices of each frequency sub-band. Another 

employed method, standard deviation calculation, is as 

follows, 

 
2

1

1 N
i i i

k

k

C
N

 


 
 (5) 

Lastly, the norm entropy calculation for each 

coefficient matrix is obtained by the following 

equation. 

 
1

1
N

P
i i

k

k

C P


 
 (6) 

The coefficient matrix for each input signal consists of 

a total of 7 coefficient matrices as:  

Ci=[D1,D2,D3,D4,D5,D6,A6]  
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All of these calculations generate a 28-dimensional 

feature vector for each signal. This 28-dimensional 

feature vector can be defined as:  

, , ,k k k k k

j j j jV E        for j=1…7 and k=1…N       (7) 

where k is number of feature vectors, and j is number 

of sub-bands respectively. 

 

3.2. ECG dataset 

MIT-BIH arrhythmia [35] database, which is widely 

used in the literature, was selected as ECG data source 

in experimental studies. Within this database, there are 

48 different records and beats of these records were 

labelled by experts. Normal, Premature Ventricular 

Contraction (PVC), Paced, Left Bundle Branch Block 

(LBBB), and Right Bundle Branch Block (RBBB) 

heartbeats are selected from the data. In Figure 2 the 

signal form of a normal heartbeat is given. 
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Figure 2. Normal heartbeat ECG signal example. 

 

PVC is an abnormal condition that the heartbeat is 

initiated by ventricular Purkinje fibers rather than by 

the sinoatrial node, which is the normal heartbeat 

initiator. As a result, extra contractions occur, and the 

regular heart rhythm breaks down. An illustration of the 

PVC signal is given in Figure 3. 
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Figure 3. PVC signal form example. 
  

An example ECG signal for paced, another abnormal 

heartbeat, is shown in Figure 4.  
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Figure 4. Paced arrhythmia signal example. 

The Bundle branch block is a delay in the way of 

electrical impulses which are ejected to provide a 

heartbeat. This delay can occur in the right or left 

ventricles of the heart. If this delay happens in the right 

ventricles, the RBBB heartbeat shown in Figure 5 

occurs, and if this delay happens in the left ventricle, 

the LBBB heartbeat shown in Figure 6 occurs. 
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Figure 5. RBBB arrhythmia signal example. 
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Figure 6. LBBB arrhythmia signal example. 

 

4. Experimental results 

In order to determine the optimal features for ECG 

signals, five different heartbeat classes were selected 

from the MIT-BIH arrhythmia database. The 50% of 

the data were used in the training phase while the rest 

were used for testing. The numerical distributions of 

data classes are given in Table 1. 
 

 Table 1. Number of used ECG signals. 

Classes Train Data Test Data Total 

Normal 2500 2500 5000 

Paced 950 950 1900 

PVC 250 250 500 

RBBB 2250 2250 4500 

LBBB 950 950 1900 

 

Statistical methods have been used on 6-levels Db6 

wavelet transform coefficients to generate 28-

dimensional feature vectors of ECG signals. The 

properties and definitions in feature vectors are given 

in Table 2. 

Feature vectors that have 28-dimensional for each 

heartbeat signal are available as input data. PSO, 

genetic search, best first, greedy stepwise and multi 

objective evolutionary algorithms are used for feature 

optimization. The optimal features obtained after 

applying these methods to the feature vectors are given 

in Table 3. 

PSO, best first and greedy stepwise methods were 
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determined 17 feature for this signals. The lowest 

number of features is determined by the genetic search 

method while the multi objective evolutionary search 

algorithm determines nine features. We have tested the 

classification accuracy with feature vectors which are 

optimized for evaluating the performance of the 

optimization algorithms. For this purpose, LS-SVM 

and RF classifiers were used in the classification of 

ECG signals. The recognition accuracy is determined 

by applying the feature vectors obtained from the 

optimization algorithms to these classifier inputs.  

 

Table 2. Representation of the features. 

Number Feature  Number Feature  

1…6 E (D1…D6) 7 E (A6) 

8…13 µ (D1…D6) 14 µ (A6) 

15…20 σ (D1…D6) 21 σ (A6) 

22…27 ρ (D1…D6) 28 ρ (A6) 

E: Energy, µ: Mean, σ: Standard deviation, ρ: Norm entropy, D: Detail band, A: 

Approximation band. 

 

Table 3. Optimized feature vectors and selected features. 

Method Optimized Feature Vectors Vector Size 

Particle Swarm Optimization  3-5-8-9-10-11-12-13-15-16-18-23-24-25-26-27-29 17 

Best First and Greedy Stepwise  2-3-6-9-10-11-12-13-15-17-18-23-24-25-26-27-29 17 

Genetic Search 13-15-21-23-25-26-27-28 8 

Multi Objective Evolutionary Search 2-3-4-6-10-23-25-26-28 9 

 

Table 4. Performances of the classifiers on the feature vectors. 

Feature Vector 
4. Number of 

Features 
Classifiers  

LS-SVM RF 

All Features 28 97.30% 98.82% 

Particle Swarm Optimization 17 97.34% 98.82% 

Best First and Greedy Stepwise  17 97.00% 96.79% 

Genetic Search 8 88.52% 98.95% 

Multi Objective Evoluationary 

Search 
9 80.84% 97.39% 

As seen in Table 4, the best performance regarding both 

feature size and classification performance has been 

obtained by the genetic search method. RF classifier 

provides 98.5% performance on ECG datasets having 

eight features and being optimized by using genetic 

search. The RF classifier achieved 98.82% 

performance when the 28-dimensional feature vector 

containing all the features was given as input. As a 

result, both feature size has been drastically reduced, 

and the performance has increased. The PSO algorithm 

increased the performance from 97.30% to 97.34% 

with the LS-SVM classifier and reduced 11 features 

from the feature vector. Other optimization techniques 

have reduced feature size, but at the same time, they 

also reduced the performance.  

 

5. Conclusion 

In this study, feature vector optimization methods were 

analyzed in the classification of ECG signals. Five 

different heartbeat classes from the MIT-BIH 

arrhythmia dataset were used in experimental studies. 

Feature vectors containing distinctive features of 

signals are obtained by using wavelet transform and 

statistical methods on heartbeat signals. Various 

optimization algorithms have been used to optimize the 

28-dimensional feature vector. Feature vectors 

obtained from these optimization algorithms are given 

as input to LS-SVM and RF classifiers. The feature 

vector, which is a total of 28 dimensions, was reduced 

to 8 dimensions as a result of genetic search 

optimization algorithm, resulting in 98.95% 

performance. When 28 features are used, it is seen that 

this performance is 98.82%. With the genetic search 
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optimization algorithm, both the feature vector is 

reduced, and the recognition performance is improved. 

In addition, the number of feature vectors is reduced by 

the PSO algorithm, and the recognition performance is 

preserved. Another important point is the selection of 

the classifier. The success achieved by the genetic 

search algorithm with the LS-SVM classifier was as 

low as 88.52%, but the success rate with the RF 

classifier increased to 98.95%.  

As a result of experimental studies, it has been observed 

that the feature vectors significantly affect the 

performance in recognizing ECG signals. Further, it 

was shown that how the selected classifier can lead to 

a better performance on optimized feature vectors. 
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1. Introduction

Recently, the question of how to take non-integer
order of derivative or integration was phenome-
non among the scientists. However together with
the development of mathematics knowledge, this
question was answered via Fractional Calculus
which is a generalization of ordinary differenti-
ation and integration to arbitrary (non-integer)
order. Then In conjunction with the develop-
ment of theoretical progress of fractional calcu-
lus, a number of mathematicians have started to
applied the obtained results to real world prob-
lems consist of fractional derivatives and inte-
grals [1, 2].

An significant point is that the fractional deriva-
tive at a point x is a local property only when a
is an integer; in non-integer cases we cannot say
that the fractional derivative at x of a function
f depends only on values of f very near x, in
the way that integer-power derivatives certainly
do. Therefore it is expected that the theory in-
volves some sort of boundary conditions, involv-
ing information on the function further out. To
use a metaphor, the fractional derivative requires
some peripheral vision. As far as the existence
of such a theory is concerned, the foundations
of the subject were laid by Liouville in a paper

from 1832. The fractional derivative of a function
to order a is often now defined by means of the
Fourier or Mellin integral transforms. Various
types of fractional derivatives were introduced:
Riemann- Liouville, Caputo, Hadamard, Erdelyi-
Kober, Grunwald-Letnikov, Marchaud and Riesz
are just a few to name [3, 4].

Now, all these definitions satisfy the property
that the fractional derivative is linear. This is
the only property inherited from the first de-
rivative by all of the definitions. However, all
definitions do not provide some properties such
as Product Rule (Leibniz Rule), Quotient Rule,
Chain Rule, Rolls Theorem and Mean Value The-
orem. In addition most of the fractional deriva-
tives except Caputo-type derivatives, do not sat-
isfy Dα (f) (1) = 0 if α is not a natural number.

Recently, a new local, limit-based definition of
a so-called conformable derivative has been for-
mulated in [5, 6], with several follow-up papers
[1, 2, 7–16]. This new idea was quickly gener-
alized by Katugampola [17, 18]. This new def-
inition forms the basis for this work and is re-
ferred to here as the Conformable derivative (Dα

will henceforth be referring to the Conformable
derivative). This definition has several practical
properties which are summarized below.
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Note that if f is fully differentiable at t; then the
derivative is Dα (f) (t) = t1−αf ′(t). (Here, op-
erators of a very similar form, tαD1, have been
applied in combinatorial theory [18]). Of course,
for t = 0 this is not valid and it would be useful
to deal with equations and solutions with sin-
gularities. Additionally it must be noted that
conformable derivative is conformable at α = 1,
as

lim
α→1

Dα (f) = f ′,

but
lim

α→0+
Dα (f) 6= f ′.

On the other hand radial basis functions method
is one of the more practical ways of solving frac-
tional order of models. The most significant
property of an RBF technique is that there is
no need to generate any mesh so it called mesh-
free method. One only requires the pairwise dis-
tance between points for an RBF approximation.
Therefore it can be easily applied to high di-
mensional problems since the computation of dis-
tance in any dimensions is straightforward. On
the other hand in order to solve partial differ-
ential equations (PDEs) in [19, 20] Kansa pro-
posed RBF collocation method which is mesh-
free and easy-to-handle in comparison with the
other methods. Not only integer order PDEs [21]
but also Kansa’s approach has been used frac-
tional order of PDEs [22].

In this paper we find the conformable derivatives
and integrals of needed function of RBF inter-
polation such as powers, Gaussians and multi-
quadric. This derivatives play a significant role
in the numerical solution of conformable differ-
ential equations by the help of RBF method.

The remainder of this work is organized as fol-
lows: In Section 2, the related definitions and
theorems are summarised. In Section 3, the
conformable derivative and integrals have been
obtained for the radial basis functions which will
use in the RBF computations. Numerical ex-
periments are given in Section 4, while some
conclusions and further directions of research are
discussed in Section 5.

2. Preliminaries

2.1. Review of fractional derivatives and
integrals

Here we review the Riemann-Liouville fractional
derivatives and integrals introduced in [3, 4, 23].

Definition 1. The left-sided Riemann-Liouville
fractional derivative of order α of function u(t)

is described as

αDt
au(t) =

1

Γ(τ − α)

∫ t

a
(t− ξ)τ−α−1u(ξ)dξ, t > a

where τ = ⌈α⌉.
Definition 2. The right-sided Riemann-
Liouville fractional derivative of order α of func-
tion u(t) is described as

αDb
tu(t) =

(−1)τ

Γ(τ − α)

∫ b

t
(ξ − t)τ−α−1u(ξ)dξ, t < b

where τ = ⌈α⌉.
Definition 3. The left-sided Riemann-Liouville
fractional integral of order α of function u(t) is
described as

αIt
au(t) =

1

Γ(α)

∫ t

a
(t− ξ)α−1u(ξ)dξ, t > a

Definition 4. The right-sided Riemann-
Liouville fractional integral of order α of function
u(t) is described as

αIb
tu(t) =

1

Γ(α)

∫ b

t
(ξ − t)α−1u(ξ)dξ, t < b

Then Khalil et.al. [6] have introduced the con-
formable fractional derivative and integrals by
following definition.

Definition 5. Let u : [0,∞) → R. The con-
formable derivative of u(t) of order α described
by

α
Du(t) = lim

η→0

u(t+ ηt1−α)− u(t)

η

where α ∈ (0, 1) and for all t > 0. In other words
if u(t) is differentiable, then

α
Du(t) = t1−αf ′(t),

where prime denotes the classical derivative op-
erator.

Similarly, one can define the conformable frac-
tional integral operator.

Definition 6. Let u : [0,∞) → R. The left sided
conformable integral of u(t) of order α described
by

α
I
t
au(t) =

∫ t

a
tα−1u(t)dt, t > a

where α ∈ (0, 1) and the integral is classical inte-
gral operator.

Definition 7. Let u : [0,∞) → R. The right
sided conformable integral of u(t) of order α de-
scribed by

α
I
b
tu(t) =

∫ b

t
(−t)α−1u(t)dt, t < b

where α ∈ (0, 1) and the integral is classical inte-
gral operator.
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2.2. Radial basis function method

One of the properly approach to solving PDE is
radial basis functions (RBFs). The main idea of
the RBFs is to calculate distance to any fixed
center points xi with the form ϕ(‖x−xi‖2). Ad-
ditionally RBF may also have scaling param-
eter called shape parameter ε. This can be
done in the manner that ϕ(r) is replaced by
ϕ(εr). Generally shape parameter have been cho-
sen arbitrarily because there are no exact conse-
quence about how to choose best shape param-
eter. Some of the RBFs are listed in Table 1.

Table 1. Radial basis functions.

RBFs ϕ(r)

Multiquadric (MQ)
√
1 + r2

Inverse Multiquadric (IMQ) 1√
1+r2

Inverse Quadratic (IQ) 1
1+r2

Gaussian (GA) e−r2

The main advantageous of RBF technique is that
it does not require any mesh hence it called mesh-
free method. Therefore the RBF interpolation
can be represent as a linear combination of RBFs
as follows:

s =
N
∑

i=1

aiϕ(‖x− xi‖2)

where the ai’s the coefficients which are usually
calculated by collocation technique. Some of the
greatest advantages of RBF interpolation method
lies in its practicality in almost any dimension
and their fast convergence to the approximated
target function.

3. Conformable derivatives of RBFs in

one dimension

In order to construct conformable derivatives
and integrals we will make use of the frac-
tional calculus. Namely the relationship between
Riemann-Liouville fractional integral and con-
formable fractional integral can be given as fol-
lows:

Definition 8. Let α ∈ (ǫ, ǫ + 1], then the
left sided relationship between Riemann-Liouville
fractional integral and conformable fractional in-
tegral is

α
I
t
au(t) =

ǫ+1 It
a{(t− a)θ−1u(t)}

Here if α = ǫ+ 1 then θ = 1 since θ = α− ǫ.

Theorem 1. Let θ > −1 and t > a

α
I
t
a(t− a)γ =

Γ(α− ǫ+ γ)

Γ(α+ 1 + γ)
(t− a)α+γ

Proof.

α
I
t
a(t− a)γ =ǫ+1 It

a{(t− a)θ−1(t− a)γ}
=ǫ+1 It

a(t− a)γ+α−ǫ−1

=
1

Γ(ǫ+ 1)

∫ t

a
(t− ξ)ǫ

× (ξ − a)γ+α−ǫ−1dξ

=
Γ(γ + α− ǫ)

Γ(γ + α+ 1)
(t− a)γ+α

�

Theorem 2. Let θ > −1 and t > a

α
I
b
t(b− t)γ =

Γ(α− ǫ+ γ)

Γ(α+ 1 + γ)
(b− t)α+γ

Proof. The proof is similar to Theorem 1. �

For instance if we take a = 0 and
b = 0 for the above results, we obtain

α
I
t
0(t)

γ =
Γ(α− ǫ+ γ)

Γ(α+ 1 + γ)
(t)α+γ and α

I
0
t (−t)γ =

Γ(α− ǫ+ γ)

Γ(α+ 1 + γ)
(−t)α+γ respectively. Now, simi-

larly, we can get the conformable derivative of
function (t − a)γ . Namely, the derivative of
(t− a)γ is

α
D(t− a)γ = γt1−α(t− a)γ−1.

and again if we choose a = 0, we get
α
D(t)γ = γtγ−α.

Now, by using the above results, one can find
the conformable derivatives and integration of
radial basis functions. Additionally throughout
this and next sections nCk denotes the combina-

tion of n and k such that nCk =
n!

(n− k)!k!
.

3.1. For ϕ(t) = tm (power basis function)

Theorem 3. For a 6= 0, t > a and m ∈ N

α
I
t
at

m = (t−a)α
m
∑

k=0

mCka
m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t−a)k.

Proof. In order to prove the above theorem we
use the Taylor expansion of tm about the point
t = a. Namely,

tm =
m
∑

k=0

mCka
m−k(t− a)k. (1)
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If we substitute the equation (1) into conformable
integration definition, we have

α
I
t
at

m =α
I
t
a

m
∑

k=0

mCka
m−k(t− a)k

=
m
∑

k=0

mCka
m−kα

I
t
a(t− a)k

=
m
∑

k=0

mCka
m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)α+k

= (t− a)α
m
∑

k=0

mCka
m−k

× Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k.

�

Theorem 4. For b 6= 0, b > t and m ∈ N

α
I
b
tt

m = (b− t)α
m
∑

k=0

m
∑

k=0

mCka
m−k

× Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− b)k.

Proof. The proof is similar to Theorem 3. �

Theorem 5. For a 6= 0, t > a and m ∈ N

α
D(t)m =

t1−α

t− a

m
∑

k=0

mCkka
m−k(t− a)k. (2)

Proof. In order to prove the above theorem we
use the Taylor expansion of tm about the point
t = a again. In other words if we substitute the
equation (1) into conformable integration defini-
tion, we have

α
Dtm =α

D

m
∑

k=0

mCka
m−k(t− a)k

=
m
∑

k=0

mCka
m−kα

D(t− a)k

=
m
∑

k=0

mCka
m−kt1−αk(t− a)k−1

=
t1−α

t− a

m
∑

k=0

mCkka
m−k(t− a)k.

�

3.2. For ϕ(t) = e(−t2/2) (Gaussian basis
function)

Now we can make use of the conformable deriva-
tives and integration of power basis function, we
are able to find out the Gaussian basis function
derivatives and integrations.

Theorem 6. For a 6= 0, t > a and m ∈ N

α
I
t
ae

−t2/2 = (t− a)α
∞
∑

m=0

(−1)m

2mm!

2m
∑

k=0

2mCka
2m−k

× Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k.

Proof. In order to prove the above theorem we

use the Taylor expansion of e−t2/2 about the
point t = 0. Namely,

e−t2/2 =
∞
∑

m=0

(−1)m

2mm!
(t)2m. (3)

If we substitute the equation (3) into conformable
integration definition, we have

α
I
t
ae

(−t2/2) =α
I
t
a

∞
∑

m=0

(−1)m

2mm!
(t)2m

=
∞
∑

m=0

(−1)m

2mm!
α
I
t
at

2m

=

∞
∑

m=0

(−1)m

2mm!

[

(t− a)α
2m
∑

k=0

× 2mCka
2m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k

]

= (t− a)α
∞
∑

m=0

(−1)m

2mm!

2m
∑

k=0

× 2mCka
2m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k.

�

Theorem 7. For a 6= 0, b > t and m ∈ N

α
I
b
te

−t2/2 = (b− t)α
∞
∑

m=0

(−1)m

2mm!

2m
∑

k=0

2mCka
2m−k

× Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− b)k.

Proof. The proof is similar to Theorem 7. �

Theorem 8. For a 6= 0, t > a and m ∈ N

α
De−t2/2 = t1−α

∞
∑

m=0

(−1)m2m

2mm!
(t)2m−1.

Proof. Similarly by using the Taylor expansion
of Gaussian function about t = 0 we can calculate
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the conformable derivative of it. That is,

α
De−t2/2 =α

D

∞
∑

m=0

(−1)m

2mm!
(t)2m

=
∞
∑

m=0

(−1)m

2mm!
α
Dt2m

=
∞
∑

m=0

(−1)m

2mm!
t1−α2mt2m−1

= t1−α
∞
∑

m=0

(−1)m2m

2mm!
(t)2m−1.

�

3.3. For ϕ(t) =
√
1 + t2 (Multiquadric basis

function)

Similarly one can compute the conformable
derivatives and integrations.

Theorem 9. For a 6= 0, t > a and m ∈ N

α
I
t
a

√

1 + t2 = (t− a)α
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m

×
2m
∑

k=0

2mCka
2m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k.

Proof. In order to prove the above theorem we
use the Taylor expansion of

√
1 + t2 about the

point t = 0. Namely,

√

1 + t2 =
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m
(t)2m. (4)

If we substitute the equation (4) into conformable
integration definition, we have

α
I
t
a

√

1 + t2 =α
I
t
a

∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m
(t)2m

=
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m
α
I
t
at

2m

=
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m

×
[

(t− a)α
2m
∑

k=0

2mCka
2m−k

× Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k

]

= (t− a)α
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m

×
2m
∑

k=0

2mCka
2m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(t− a)k.

�

Theorem 10. For a 6= 0, b > t and m ∈ N

α
I
b
t

√

1 + t2 = (b− t)α
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m

×
2m
∑

k=0

2mCka
2m−k Γ(α− ǫ+ k)

Γ(α+ 1 + k)
(b− t)k.

Proof. The proof is similar to Theorem 9. �

Theorem 11. For a 6= 0, t > a and m ∈ N

α
D

√

1 + t2 = t1−α
∞
∑

m=0

(−1)m 2mCm2m

(1− 2m)4m
t2m−1.

Proof. Similarly by using the Taylor expansion
of multiquadric basis function about t = 0 we can
calculate the conformable derivative of it. That
is,

α
D

√

1 + t2 =α
D

∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m
(t)2m

=
∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m
t2m

=

∞
∑

m=0

(−1)m 2mCm

(1− 2m)4m
t1−α2mt2m−1

= t1−α
∞
∑

m=0

(−1)m 2mCm2m

(1− 2m)4m
t2m−1.

�

4. Numerical example

In this section we will give some results of numeri-
cal solution of conformable differential equations
to validate our numerical scheme. For that we
will use RBF interpolation method by the help of
collocation technique. Consider the general form
of following conformable differential equation:
α
Dy(t) + p(t)y(t) = q(t), y0(t) = y(t0). (5)

Let tj be equally spaced grid points in the inter-
val 0 ≤ tj ≤ K such that 1 ≤ j ≤ L, t1 = 0
and tL = K. Additionally, because collocation
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approach has been used we not only require an
expression for the value of the function

y(t) =
L
∑

k=1

akψ(‖x− xk‖) (6)

but also for the conformal derivative given in (5).
Thus, by conformal differentiating (6), we get

α
Dy(t) =

L
∑

k=1

aαkDψ(‖t− tk‖)

where α
D denotes the conformable derivative the

with respect to t. In order to compute con-
formable derivative of radial basis functions we
take the advantage of formulas which are derived
in the previous section. Then using the RBF col-
location method, one can compute the unknown
coefficients ak’s by solving following matrix sys-
tem:

L
∑

k=1

aαkDψ(‖xj − xk‖) + p(t)
L
∑

k=1

akψ(‖xj − xk‖)

= q(t), j = 2, . . . , L.

with boundary condition. In order to illustrate
this scheme by numerically we take the following
conformable differential equations:

(1)
α
Dy(t) + y(t) = 0

y0(t) = 1, yexact(t) = e−
1

α
tα

(2)
α
Dy(t) + αy(t) = 1 + tα

y0(t) = 0, yexact(t) =
tα

α
(3)

α
Dy(t) + y(t) =

√

1 + sin

(

2tα

α

)

y0(t) = 0, yexact(t) = sin

(

tα

α

)
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Figure 1. y(t) versus t using multi-
quadric basis function with ε = 10−4

for p(t) = 1 and q(t) = 0 for different
value of α.

Here we use the multiquadric basis func-
tion with ε = 10−4. In Figures 1, 2
and 3, we present the numerical solutions of
given conformable differential equations with
different α values. These results are in
accord with the exact solutions of them.
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Figure 2. y(t) versus t using multi-
quadric basis function with ε = 10−4

for p(t) = α and q(t) = 1 + tα for
different value of α.
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Figure 3. y(t) versus t using Mul-
tiquadric basis function with ε =
10−4 for p(t) = 1 and q(t) =
√

1 + sin
(

2tα
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)

for different value of
α.

5. Conclusion

In this paper we gave the derivatives and inte-
grals of three kinds of radial basis functions such
as powers, Gaussians and multiquadric by using
the conformable derivatives and integrals which
are new type of fractional calculus. These find-
ings allow to solve conformable differential equa-
tions by the RBF’s. Then we gave three differen-
tial equations to show that this technique is ap-
plicable. These differential equations are solved
by the help of RBF collocation method.
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1. Introduction

Car suspension system has been installed to the
vehicle for omitting the undesired low-frequency
high magnitude disturbance/vibration due to the
imperfect conditions of the road. The main aims
of the suspension system are to the comfort of
the passengers and absorb the vibrations from
ground to car body. Suspension systems can be
categorized as depended and independent systems
with respect to the connection between suspen-
sion and car body. Depended systems are rela-
tively heavy structures which are generally con-
sidered as the rear suspension system. Left and
right suspensions are (not directly) connected to

each other. Hence change at the dynamics of one
of the suspension has a direct effect on the other
suspension, which causes discomfort to the pas-
sengers. However, since the number of moving
parts are less than independent systems, the life-
time of these systems are longer than independent
systems under the same conditions. Independent
systems are discrete systems. Modern cars prefer
independent suspensions, especially for the front
wheels.

Since there are many different road conditions,
it isn’t possible to mention about single vibration
frequency and magnitude. Therefore, a particular
structure to absorb occurred vibration is needed.
There are three main structures can be proposed;
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which are passive, semi-active and active suspen-
sion systems. Passive systems are pre-design sys-
tems where the conditions (relatively protected
environment) of the road are known. Therefore,
well-designed damper and spring can be answer
the suspension problem. They do not have to in-
terconnected devices such as actuator, pneumat-
ics, and hydraulics related to suspension system.
Semi-active has at least a damper with a narrow
range of variable damping force and damping co-
efficients. They can be changed before the jour-
ney, they don’t have any control actions (may be
a very simple one). Active systems are improved
version of the passive systems with controllable
actuators, which can be activated with current
and/or voltage. In this paper, active independent
suspension system is considered and quarter-car
model is evaluated for this purpose.

The control action of the active suspension can be
produced vary from classical control approaches,
robust control, optimal control, to intelligent
methods. Among them, PID controller is the
simplest and relatively cheaper controller which
is applied to this problem. However, even today
the tuning of PID controller is considered as an
important aspect. Astrom and Hagglund [1] dis-
cussed the future of PID controller in their paper.
It is imposed from the study that since there are
many aspects which are needed to be considered
for tuning, there is a need for design frameworks
(section 4). In this study, the PID coefficients for
the active suspension control problem is tunned
by converting into the multiobjective optimiza-
tion problem.

In literature, there are some attempts for mul-
tiobjective PID tuning problem. In the study
of [2], the authors proposed a niche-based multi-
objective optimization algorithm and Genetic Al-
gorithm (GA) for tuning of PID controller which
is applied to nonlinear MIMO process. As the ob-
jective parameters, settling time, overshoot and
rise time are weighted and summed. In other
words, the authors of that study prefer weighted
sum scalarization method. The results showed
that proposed method presents better perfor-
mance when compared with Ziegler-Nichols. Sim-
ilar results are obtained by Neath et al. [3]. They
applied GA-based PID tuning methodology with
the aid of weighted sum scalarization method (rise
time, settling time and overshoot). In the pa-
per, both simulation and implementation results
are demonstrated, and both showed the perfor-
mance of the tuning method. In [4], Lin et al.
applied similar GA-based multiobjective PID de-
sign ( [5]) method with the aid of weighted sum
scalarization. As a difference three time-domain

specifications are considered as objectives which
are the rise time, overshoot and steady-state er-
ror. A more general contribution of the multi-
objective PID tuning is presented by Reynoso-
Meza et. al. [6]. Both PID and state space
feedback controllers are tunned by using multiob-
jective optimization algorithm. However, instead
of time-domain properties the integral of the ab-
solute value of the derivative the control signal
and integral of the absolute value of the error is
considered as objectives. This idea is applied to
twin rotor MIMO system (as a PI controller tun-
ing algorithm similar study evaluated on [7] and
for aircraft in [8]) and results also support the
better performance of the multiobjective tuning
methodology. Also in [9], two similar objectives
which are integral time absolute error and con-
trol effort is taken to tune PID controller for the
plastic injection molding process, and in [10] same
objectives are evaluated on weighted sum scalar-
ization function. Artificial Bee Colony algorithm
and weighted sum approach was also applied to
load frequency control problem [11], and almost
same improvement was reached. Hung et. al. [12]
presents the same methodology, but on the con-
trary the authors preferred multiobjective simu-
lated annealing algorithm and improved strength
Pareto algorithms. The other difference is the
selection of objective function. In that study,
three objectives are considered which are robust
stability, disturbance attenuation and integral of
square error. Simulation results demonstrate the
high performance of the proposed framework. In
the study of Tseng et al. [13], the sufficient per-
formance of the multiobjective PID control de-
sign in plant uncertainties and under external dis-
turbance, also parametric uncertainties are con-
sidered in [14]. In [15], Tang et al. gives the
multiobjective optimization scheme (multiobjec-
tive generic algorithm (MOGA)) for Fuzzy PID
controller. Liu and Daley [16] proposed a three-
layered study, in a way that first time-domain op-
timal tuning of PID control is presented. Follow-
ing that consequently, frequency-domain optimal-
tuning PID and multiobjective tuning PID con-
trollers are discussed. These PID tuning algo-
rithms are applied to three industrial systems.
Results showed that optimal PID significantly im-
prove performance. In Ayala and Coelho pa-
per [17], a multiobjective optimization algorithm
(NSGA-II) is applied without using scalarization
functions (the similar study is presented in [18]).
The objectives are selected as position error and
torque.

In active suspension problem, the aim is to im-
prove the transient response of the system under
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change in the road profile. At the steady state of
the system, the damper (or spring) in the system
converges/remains in a stable state and this state
is not changed if the road remains the same. How-
ever, if the road is altered due to the imperfect
conditions of the road the suspension system re-
sponse to the change at the road. If this change is
relatively small and the mass differences between
body and suspension system including the spring
property of the tire is large that this change can-
not be perceived. However, if this change is large
enough, then the car body moves upwards, and
oscillation begins. If this oscillation could not be
damped or car body moves too far from the sus-
pension system than safety and comfort of the
passengers is reduced dramatically. Therefore a
control structure is needed to apply a force on
the damper to damp this effect. Hence in this pa-
per, PID controller is applied to the quarter car
suspension model. The PID coefficients are the
key parameters which are the direct effect on the
performance of the system. However, the conven-
tional PID tuning methods could not be applied
due to the not satisfactory performance. Hence,
in this study, a methodology for PID tuning for
active suspension system is proposed. Initially,
the tuning scheme of active suspension control is
converted into the multiobjective problem. How-
ever, since it is desired to get a single solution, in-
stead of multiobjective optimization algorithms,
scalarization approaches are evaluated for this
purpose. Three scalarization methods are applied
in this paper which are Weighted sum method,
Epsilon method, and Benson’s method. As a re-
sult of scalarization, the multiobjective problem is
reduced to single-objective one. Then this prob-
lem is solved by using heuristic optimization algo-
rithms. Four optimization algorithms are applied
to solve the problem, which are Particle Swarm
Optimization, Differential Evolution, Firefly Al-
gorithm and Cultural Algorithm. In total, three
scalarization approaches with four heuristic opti-
mization algorithm are compared to each other.

This paper is organized into five main sections in-
cluding the introduction. After the presentation
of the aim and literature search at the introduc-
tion section, problem definition is given in the sec-
ond section. The mathematical model of the car
suspension system and corresponding controller
algorithm with objectives are also presented in
this section. The third section is written for
briefly explaining the toolsets which are used in
this paper. Two sub-sections are given in this sec-
tion which are scalarization approaches and opti-
mization algorithms. The fourth section is given
for implementation and obtained results. In this

section, all the information explained in the pre-
vious sections are evaluated on the simulation en-
vironment. The last section is the conclusion of
this study.

2. Problem definition

The graphical description of the quarter-car pas-
sive suspension model [19] is illustrated in Figure
1 , and the following equations give the mathe-
matical description of this model [20].

Figure 1. Quarter car suspension system.

M1ÿ = −b(ẏ − ẋ)− k2(y − x)− f +M2g (1)

M2ẍ = −b(ẋ− ẏ)− k2(x− y) (2)

−k1(x− u) + f +M1g

where g is the gravitational constant, f is the force
(control input) at the damper under the car body,
k is the spring constants and b is the damper
constant. The masses m1 and m2 are corre-
sponded to bar body and tire masses. The param-
eters are selected as: m1 = 60kg, m2 = 300kg,
k1 = 160000kg/s, k2 = 16000kg/s, g = 9.8m/s2,
and b = 1400kgm/s2.

2.1. PID controller

In this study, PID controllers are designed and pa-
rameters are optimized [21]. The Laplace trans-
form of the PID controller is given below.

G(s) = KP +
KI

s
+KDs (3)

For proper usage of the PID controller three pa-
rameters (proportional parameter (KP ), integral
term (KI), derivative term (KD)) are needed to
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be optimized for the desired performance. As a
general perspective, KP decreases the rise time
and steady-state error, but for large steady-state
error properly selected KI is needed to eliminate
this large steady-state error.However, this term
increases the overshoot. Generally, the increase
in overshoot and settling time is relatively small
(depended on the structure of the system). If it is
large enough, derivative term KD is added for de-
creasing the overshoot and settling time. In this
study, three values corresponding to these three
parameters are determined with the aid of opti-
mization algorithms.

The framework of the controller system is given in
Figure 2. The PID controller is applied to the ac-
tive suspension system, and the road disturbance
is changes the system dynamic. By collecting
the transient response parameters are converted
into objective functions. Nest, this objective func-
tions is formed to the multiobjective problem and
converted to single objective one with the aid of
scalarization approach. Finally, the optimization
algorithm is applied to this offline PID parameter
tuning framework.

3. Methods and techniques

The study begins with the conversion of the mul-
tiobjective problem which is defined in the pre-
vious section (Problem Definition) into single ob-
jective problem. For this purpose three different
scalarization methods are applied to the multiob-
jective problem. The scalarization methods are
called i) weighted sum, ii) ǫ-constrained, and iii)
Benson’s methods. After conversion to the single-
objective problem, two different optimization al-
gorithms are applied to solve this problem. The
algorithms are called Particle Swarm Optimiza-
tion and Differential Evolution algorithms. At the
next section, the results of these implementations
are compared with each other.

3.1. Scalarization approaches

3.1.1. Weighted sum method

Weighted (linear) sum method is the oldest and
best known approach for solving multiobjective
optimization problems [22]. The scalarization for-
mula of weighted sum method is given at the fol-
lowing equation.

J =
M∑

m=1

(wmfm(x)) (4)

where w are the positive weights of each objec-
tive. It is assumed that the sum of all weight are
equal to one because of the necessity of normalize
values at the objective space.

M∑

m=1

(wm) = 1 (5)

The distribution of the solutions obtained from
optimization algorithm is generally non-uniform.
Also, the weighted sum method can perform bet-
ter in convex regions of the search space. Since
the sum of weights equals to one, wm parame-
ters are selected as equal to each other, which
has the value of wm = 1

m
. In our study there

are four objectives (in the implementation section
these objectives are explained). Therefore all of
the weights are equal to 0.25.

3.1.2. ǫ-constraint Method

This method is proposed to get rid of the con-
vexity problem of the weighted sum method; ǫ-
constrained method was introduced by Haimes et
al. (1971) [23]. The idea is based on minimizing
the single objective while considering the other
objective as constraint in the form of inequality.
The scalarization function is presented below.

J = fn(x)

fm(x) ≤ ǫ, (6)

m = 1, ...,M ;m 6= n

where ǫ is the variable such that with a properly
selected ǫ, feasible solution can be obtained. This
method can be applied for general problems, no
convexity assumption is desired. This scalariza-
tion approach converts the unconstrained multi-
objective problem into a constrained single objec-
tive problem. Therefore, a mechanism is needed
to handle these constrained. For our study, there
are three constrains are defined for this approach
(since we have four objectives). For this purpose
penalty function idea is applied to ǫ-constraint
method. The penalty function definition is given
below.

Definition 1. A function p(x) is said to be
penalty function for the vector x if penalty func-
tion satisfies two conditions where g(x) ≤ 0 is
the constrained i) p(x) = 0 if g(x) ≤ 0 and ii)
p(x) > 0 if g(x) > 0

For this study,
m∑
i=i

max(ǫi, fi(x)) function is se-

lected as penalty function. As a result the overall
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Figure 2. Control structure for quarter car suspension system.

scalarization equation is changed to the following
form.

J = fn(x) +
m∑

i=i

max(ǫi, fi(x)) (7)

3.1.3. Benson’s method

Benson’s method, as one of the scalarization
methods, was introduced by Benson in 1978 [24]
which is an extended and improved version of
their study on vector maximization [25]. In [26], it
is shown that the scalarization method is valid in
general case without convexity assumption if the
reference point is selected properly on the feasi-
ble solution set. The idea is based on the deter-
mination of the properly or improperly efficient
solution, which are defined below.

Definition 2. x0 is said to be efficient solution
if fi(x) > fi(x0) for some x, and there exists at
least one j such that fj(x) < fj(x0).

Definition 3. x0 is said to be properly efficient
solution if it is efficient and if there exist a scalar
named as M > 0, such that for each i, we have

fi(x)− fi(x0)

fj(x0)− fj(x)
≤ M (8)

for some j such that fj(x) < fj(x0) whenever
fi(x) > fi(x0).

Definition 4. x0 is said to be improperly efficient
solution if it is efficient and if there exist a scalar
named as M > 0, such that there is a point x and
an i such that fi(x) > fi(x0) and

fi(x)− fi(x0)

fj(x0)− fj(x)
> M (9)

for all j such that fj(x) < fj(x0).

Since the originally proposed method has draw-
backs against differentiation, Ehrgott [27] was
proposed a modified formulation to make easier
of the differentiation process at classical optimiza-
tion/search algorithms. The scalarization method
is given at the following formula.

J =
M∑

m=1

max(0, (zm − fm(x)))

fm(x) ≤ zm, (10)

m = 1, ...,M ;m 6= n

where z is the chosen solution in the feasible re-
gion. First the nonnegative difference between
each objective value is calculated and summa-
rized. The maximization is similar to find a cube
with the largest perimeter [28]. A set of con-
straints are added to the formulation. similarly to
ǫ-constrained approach, this constraints are han-
dled by using the penalty function.

3.2. Optimization algorithms

In the previous section, scalarization approaches,
which are converted multiobjective PID tuning
problem into the single objective problem; are ex-
plained. In this section, two single objective opti-
mization algorithms are explained, which are Par-
ticle Swarm Optimization (PSO) and Differential
Evolution (DE).

3.2.1. Particle swarm optimization

Particle Swarm Optimization (PSO) is an opti-
mization algorithm which is proposed by Kennedy
and Eberhart [29] in 1995 inspired from the be-
haviors of the animal swarms. Figure 3 graphi-
cally illustrates the idea of the PSO algorithm.
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Figure 3. Flow-diagram of particle
swarm optimization.

Each member of the population has two prop-
erties; position (x1, x2, ..., xD) and velocity
(v1, v2, ..., vD), where D is the dimension of the
search space. At the beginning of the algorithm,
positions are randomly assigned inside the bor-
ders of the search space, and similarly velocities
are taken value inside [0, 1]. At the first phase of
each iteration, objective values of each member in
population is calculated. There are two kinds of
memory defined for each member. The first one is
the best position among the population (gbest).
Same position is recorded for all members at each
iteration. The second one is belongs to the each
member. It stores the best location which has
been ever visited by the corresponding member
(pbest). Therefore, at the second phase of the al-
gorithm these two memories are updated by using
the objective values. Then as the last phase of the
algorithm the position and velocities are updated
by using the equations given below.

vi[k + 1] = vi[k] + c1rand()(pbesti − xi[k])

+c2rand()(gbesti − xi[k]) (11)

xi[k + 1] = xi[k] + vi[k + 1] (12)

where c1 = c2 = 2.05 are the algorithm parame-
ters and rand is the random number generator.
These steps are repeated until the termination
condition is met.

3.2.2. Differential evolution

Differential Evolution (DE) was proposed by
Storn and Price in 1995 [30]. Since DE uses oper-
ators mutation, crossover and selection; it is con-
sidered as a part of evolutionary algorithms. Fig-
ure 4 gives the flow diagram of the DE algorithm.

Figure 4. Flow-diagram of differen-
tial evolution.

The algorithm begins with the randomly initial-
ization of the population (x1, x2, ..., xD) on search
space, where D is the dimension of the problem.
After the initialization of the population is com-
pleted, then as the first operator, Mutation, is
evaluated. The idea of the mutation operator is
to form a new population (v1, v2, ..., vD). One of
the possible mutation operation (also used in this
study) is given below.

vi[k + 1] = xr1 [k] + F (xr2 [k]− xr3 [k]) (13)

where r1, r2, and r3 are the randomly selected in-
dex from the population, and F is the algorithm
coefficient which is selected as F = 0.8.

After the mutation operator is completed, then
Crossover operation is evaluated. By using
this operator a new set of solution is obtained
(u1, u2, ..., uD), by using the formulation (called
binomial operator) given below.

ui[k] = vi[k] if rand < CR

ui[k] = xi[k] otherwise (14)
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where CR is the second algorithm parameter, and
it has the value of CR = 0.9. The final operator
is called the Selection. This operator is just com-
pared the two vector set X and U , and best of
these two sets are selected with respect to the ob-
jective value. This new set survives to the next
iteration.

3.2.3. Firefly algorithm

As a population based optimization algorithm,
Firefly Algorithm (FFA) was proposed by Yang
[31], [32] in 2008. The algorithm is designed based
on the light intensity and attractiveness between
fireflies in their nest. Light intensity of fireflies
gives the warning ability against predators and
attractiveness for mating. The light intensity
is changed with respect to the distance between
light source and fireflies. The algorithm is de-
signed based on light intensity property, where
Figure 5 gives the flow diagram of the FFA algo-
rithm

Figure 5. Flow-diagram of firefly al-
gorithm.

In the FFA perspective, the search space is corre-
sponding to the light distribution. Therefore, ob-
jective value becomes the light distribution. The
performance of the FFA is evaluated on bench-
mark problems in [33]. The results showed that
FFA presents acceptable performance. Then the
algorithm is improved for multimodal problems
[34] and applied to real-world problems [32], [35].
Fireflies in the algorithm assumes to have posi-
tion (x1, x2, ..., xD) on search space. Then, light
intensity is calculated by using the position of the
member and the distance to other firefights as for-
mulated in below.

I(r) = I0e
γr2ij (15)

where γ is the constant light absorption coeffi-
cient, I0 is the initial light intensity at the dis-
tance r, which is defined below.

rij = ‖xi − xj‖ (16)

As the last operator of the algorithm the position
of each firefly is changed by using the light in-
tensity (attractiveness) and a random movement.
Even the algorithm is well organized and proposed
acceptable performance, the number of algorith-
mic control parameters is relatively many in num-
ber. Therefore, in this paper the parameters re-
ported in [31] is preferred.

Figure 6. Flow-diagram of cultural
algorithm.

3.2.4. Cultural algorithm

Cultural Algorithm (CA) is an optimization al-
gorithm based on social learning and evolution.
It was introduced by Reynold [36] and matured
in [37]. The algorithm is successfully applied to
industrial problems [38]. In CA, the population
shares the information pool (in other words belief
space). This space contains normative [39], spa-
tial, temporal [40], domain and exemplar knowl-
edge [37]. In interaction of these knowledge is the
source of the algorithm [41]. Figure 6 gives the
flow diagram of the CA algorithm

In CA, two spaces named as Belief Space and Pop-
ulation space are interacted with each other. The
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members in population space are used to calcu-
late the fitness (cost) functions. Based on the cost
values the individuals are selected to impact (up-
date) the Belief Space. Then beliefs in the Belief
Space have influence the evolution (generation) of
the populations in population space. New mem-
bers are generator with the aid of Belief space and
the best members among the joint space remains
for the next generator.

4. Implementations and results

The purpose of this study is to design PID con-
troller for active suspension control under the
road change. In addition to this purpose, scalar-
ization and heuristic optimization algorithms are
compared with each other. For these purposes,
first it is assumed that the road change is the
step, in other words the disturbance of the sys-
tem is the step input. All of the implementa-
tions are compared with each other with respect
to the time response transient properties numer-
ically. The results are discussed and one of from
each scalarization methods and optimization al-
gorithms are selected. Then, as the second phase
of the study, different road change as ramp input
is applied the same system and the performance
of the proposed method is discussed with a ramp
input, which is applied different ramps.

Initially, the car suspension is controlled under a
rapid change at the contact between road and the
wheel. It is assumed that there is 1m change at
this contact, in other words, a step input is ap-
plied to the system. It is desired that the suspen-
sion is rapidly and smoothly absorb the vibration
and return its equilibrium point. First, the prob-
lem is defined as a multiobjective problem. The
objectives are selected from the time-response of
the system. For using at objectives; overshoot,
rise time, peak time and error are taken as vari-
ables.

Time domain response of the system is divided
into two part. The initial part is called the tran-
sient response and the rest of it is the steady-state
response. For a steady state response the system
output (car body (M1) position change) must be
settled within %2 of the desired output which is
selected as 1 for this study. Since the mechani-
cal properties of the suspension system is based
on damper and springs, it is expected to settle on
a certain level. Therefore, even the steady state
error is important as an objective, it is not neces-
sary to add as a comparison factor.

The time where the output reaches the desired
output (steady state level) for the first time is

called rise time (tr), the time where the response
reaches the peak is called peak time (tp). The
percentage of the maximum value with respect to
the desired response is called overshoot (OS). In
addition to these time properties, also error (e)
(difference between desired level and the output)
is evaluated as the objective, which is important
as an objective (as explained previously). The
mean integral of absolute difference between de-
sired signal and the output (mae) is calculated
and considered as one of the objective.

Corresponding four objectives (fi, i = 1, 2, 3, 4)
are given below;

f1 = min(tr) f2 = min(tp)

f3 = min(OS/100) f4 = min(mae(e)) (17)

As the next step, this four objective problem
is converted into single objective one. Three
scalarization functions are preferred, which are
weighted-sum, ǫ-constrained, and Benson’s meth-
ods. In weighted sum method, all of these objec-
tives are summed to each other since all of the
weights are same with each other. The single ob-
jective of the weighted summethod is given below.

f =
1

4
[tr + tp+ (OS/100) +mae(e)] (18)

Like weighted sum method, ǫ-constrained method
also evaluated for the problem. However, since
this scalarization approach is considered, the con-
strained part of the approach should be evalu-
ated. For this purpose, penalty function is pre-
ferred and constrained problem converted into un-
constrained problem. The final ǫ-constrained ap-
proach formulation is presented below.

f = mae(e) + [max(ǫ1, tr)

+max(ǫ2, tp) +max(ǫ3, OS/100)] (19)

where ǫ1 = 0.05, ǫ2 = 0.05, and ǫ3 = 0.2 are
selected. In other words, (as an example) if the
overshoot is decreased under 20%, it is consid-
ered as the desired performance is reached and
the contribution of this property is becomes zero.
However, if it is larger than 20%, only the over-
shoot value is added to the objective value. If all
of the given values are above the given ǫ values,
than ǫ-constrained method is almost the same as
weighted sum method. Similarly, the overall func-
tion for Benson’s method is given below.
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Table 1. Time response parameter comparison with respect to the step input.

Time Response PSO-WS PSO-Eps PSO-Benson DE-WS DE-Eps DE-Benson
Rise Time 0.1637 0.1624 0.1624 0.1366 0.1368 0.1368

Overshoot (%) 48.03 49.99 49.99 50.04 50.04 50.49
Settling Time 0.4389 0.4585 0.4392 0.3542 0.3542 0.3543

FFA-WS FFA-Eps FFA-Benson CA-WS CA-Eps CA-Benson
Rise Time 0.1376 0.1367 0.1365 0.0458 0.0796 0.0796

Overshoot (%) 49.29 49.58 50 10.81 0.0431 0.0431
Settling Time 0.3539 0.3541 0.3541 0.1 0.1224 0.1224

f = max(0, (z1 −mae(e))) +max(0, (z2 − tr))

+max(0, (z3 − tp)) +max(0, (z4 −OS/100))

+[max(z1,mae(e)) + [max(z2, tr)

+max(z3, tp) +max(z4, OS/100)](20)

where z1 = 10, z2 = 0.5, z3 = 0.5, and z4 = 0.2
are selected. Even this method looks different
from other two scalarization functions, it is al-
most the united version of weighted sum and
ǫ-constrained methods such that last objective
(mae) also considered inside the maximum func-
tion and difference between a reference point and
objective is calculated. This scalarization equa-
tion can be considered as two parts. In the first
part if the obtained property is larger than the
z then first part (max(0, (z − P ))) become zero.
However the second part (the constrained part)
is equals to the properties value. On contrary,
if z is larger that obtained property, than first
part equals to the difference between (z − P )
and the second part equals to z. When com-
pared to the ǫ-constrained method, a residue from
(max(0, (z−P ))) is added, which increases when
the undesired response obtained.

Since the change at the relative position between
ground and car body forms an undesired vibra-
tion on the car body. This vibration continues
at a certain time if any control action didn’t ap-
ply. Figure 7 gives the obtained uncontrolled sig-
nal. This figure also demonstrates the necessity
of the control action. In general, the fastest and
low (preferably zero) overshoot is desired. In real
world application it corresponds to that after the
tire falls into the hole on the road, it is expected
to return the car body to its initial height as fast
as possible. In addition, it is not desired to move
the car body to a higher height of the initial po-
sition.

Figure 7. Change the relative posi-
tion of the car body without control
action.

From this figure, the car body travels almost ×2
(100 %) more than desired level, and it needs al-
most 15sec to absorb and reach to the equilibrium
point. Also from the figure the number of cycles
is more than 10. This figure graphically demon-
strates the necessity of the control algorithm for a
better drive characteristics. As the final step, the
tunned PID controllers are applied to this prob-
lem and tried to get a better response from figure
7.

In this study, at first, three scalarization functions
are evaluated on four optimization algorithms on
car suspension problem which is explained in sec-
tion 2. All of the optimization algorithms are run
100 iterations with 100 members, also a termina-
tion condition is defined to be sure that all of the
optimization algorithms calculate the same num-
ber of functions evaluations. Table 1 presents the
transient response parameters numerically, and
the PID parameters are also reported in Table
2.

The results in Table 1 shows that, PSO, DE and
FFA are both presents almost the same perfor-
mance for different PID parameters (Table 2).
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Table 2. PID controller parameters, where WS: Weighted Sum, and Eps: Epsilon.

PID Parameters PSO-WS PSO-Eps PSO-Benson DE-WS DE-Eps DE-Benson
KP 696 700 701 988 988 987
KI 266 18.85 206 10−3 10−3 498
KD 927 942 942 978 978 970

FFA-WS FFA-Eps FFA-Benson CA-WS CA-Eps CA-Benson
KP 743 995 999 141 439 141
KI 10−3 1.306 748 159 160 159
KD 989 998 996 716 131 716

However, CA gives the best performance with
respect to the transient performance among all
heuristic algorithms. It can be concluded that the
meta-heuristics of PSO, DE and FFA converges to
local optimum, and remains in that solution. It
should be also noted that some mechanisms may
help to move that from local solution. CA gives
the best performance among all other algorithms
such that overshoot is almost 10% which is the
lowest level and presents fastest rise and settling
times. When the results are discussed with re-
spect to the scalarization approaches, it is clear
to see that three scalarization approaches are al-
most similar to each other; however, weighted
sum method can able to give the best result in
overall. But when compared inside CA algorithm
epsilon and Benson’s methods give the best re-
sults. Even there is a very slight difference be-
tween two scalarization methods, it can be seen
that the Benson’s approach perform better that
ǫ-constrained approach.

Table 2 gives the PID parameters obtained from
optimization algorithms. In general, PSO, DE,
FFA and CE gives almost same parameters for
scalarization approaches. For PSO algorithm, KP

and KD are almost same with each other. DE
algorithm seraches the solution especially at the
boarder of the search space such that parameters
are from lower and higher boarder values. Like
PSO, FFA and CA give same values for KD and
KI parameters, respectively.

As the second half of the implementation, the op-
timized PID controller is applied to the system
under ramp input. The ramp input corresponds
to a slightly change at the level of the road. In
real world the roach change may happens rapidly,
like holes at the road. In addition, speed bump
like changes may happen on the road. Therefore,
in this part of the study, the performance of the
controller under speed bump like changes on the
road is investigated. For this purpose, ramp input
at different slopes are applied to the problem and
obtained results are graphically demonstrated in
Figure 8.

Figure 8. Car body position change
for ramp input with different slopes.

Figure 8 gives the transient response of the CA-
optimized PID controller for different slope ramp
input. The figure shows that for slopes 0.1, 0.2,
0.5, and the overshoots becomes 8%, 5%, 2%, and
1.8% respectively. As the slope of the ramp in-
creases, the overshoot and settling time decreases.
In other words, as the change of level of the road is
more slowly, then the response to this change be-
comes much better. Since the same optimized pa-
rameters are preferred for both implementations,
the overall solution also supports the performance
of the CA-based PID tuning methodology.

5. Conclusion

In this paper the active independent quarter-car
suspension problem is solved by using PID con-
troller. The PID parameter tuning is considered
as the multiobjective optimization problem. First
this problem is converted into single objective
problem by using three scalarization approaches
which are weighted sum, ǫ-constrained and Ben-
son’s methods. Then the obtained single objec-
tive problem is solved with four optimization algo-
rithms which are called Particle Swarm Optimiza-
tion (PSO), Differential Evolution (DE), Firefly
Algorithm and Cultural Algorithm.
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There are three aims of this study: i) propose a
multiobjective PID tuning scheme for active inde-
pendent car suspension system ii) compare three
scalarization functions and show the implemen-
tation of these approaches and iii) compare four
optimization algorithms. In total twelve imple-
mentations are made and compared with each
other. The results showed that even the scalar-
ization approaches present similar performances,
among all optimization algorithms, CA gives the
best performance. Also, it can be stated that,
even a slight difference weighted sum still can be
preferred as an efficient scalarization approach.

After CA is selected as the optimizer for PID pa-
rameters, a different input as the road change is
applied. The ramp input with different slopes are
implemented and results are discussed. The re-
sults indicates that as the slope of the ramp in-
creases the transient response performance of the
overall system is also increases due to the slow
change at the level of the road.

In conclusion, CA algorithm presents the best
performance among all other optimization algo-
rithms discussed in this paper. The main rea-
son is the local optimum problem of the other
algorithms for this problem. Also, scalarization
methods can be able to successfully applied to
the PID tuning algorithm to convert the multiob-
jective problem into single objective one. The re-
sults indicate that weighted sum presents the best
performance overall. The ǫ-constrained and Ben-
son’s methods give almost the same performance
as PSO, DE, and FFA with a slight difference. As
the future study, constrained-based scalarization
approaches are deeply investigated with a differ-
ent set of ǫ and reference points.
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In many situations, uncertainty and randomness concurrently occur in a sys-
tem. Thus this paper presents a new concept for uncertain random variable.
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1. Introduction

Liu [1] introduced the uncertain random variable
for modeling complex systems. In other words;
uncertain random variable is improved to illus-
trate the phenomenon which mixes uncertainty
with randomness. If we receive historical data
from the sample, we can estimate the probabil-
ity distribution. But if we have a new product,
we can not achieve the probability distribution
of this new product owing to lack of data. In
this case, we run across both randomness and hu-
man uncertainty. Human uncertainty is investi-
gated by some scholars. As a branch of mathe-
matics based on normality, duality, subadditivity
and product axioms, uncertainty theory was in-
troduced by Liu [2] in 2007. Gao [3] presented
uncertain bimatrix game. Yang and Gao [4] stud-
ied uncertain differential game. Gao and Qin [5]
introduced the degree connectivity of uncertain
graph. Dalman [6] presented a model for the un-
certain multi-item solid transportation problem.
Dalman [7] constructed models of uncertain ran-
dom multi-item solid transportation problem. To
model uncertain random event, Liu [8] introduced

the chance theory to networks optimization prob-
lem. Some scholars derived properties of uncer-
tain random entropy [9, 10].
By employing chance theory, an uncertain ran-
dom project scheduling problem is presented by
Ke et al. [11]. They introduced an uncertain
random simulation which randomly produces the
sample points. But, this algorithm is ambivalent
due to produces different values at different time.
A simulation algorithm is presented to solve un-
certain random shortest path problem by Sheng
and Gao [12].
Therefore this paper presents an algorithm which
includes the inverse uncertainty distribution and
uniformly produces the sample points. It has
powerful performances on the reliability and sta-
bility than the algorithms in [11, 12]. The paper
is built as follows: some basic knowledge of un-
certainty theory and chance theory is presented
in section II. Section III shows some formulas for
uncertain random variables presents an uncertain
random simulation algorithm. A numerical exam-
ple is presented in Section IV. Finally, this paper
closes in Section V.

195

http://creativecommons.org/licenses/by/4.0/


196 H. Dalman / IJOCTA, Vol.8, No.2, pp.195-200 (2018)

2. Preliminaries

2.1. Uncertainty theory

Let Γ be a nonempty set, L be a σ-algebra over
Γ and M be an uncertain measure. Then (Γ, L,
M) is a measurable space. A set function M :
L→ [0, 1] is called an uncertain measure if it sat-
isfies the following four axioms:

Axiom 1. (Normality Axiom)(Liu [2]): M{Γ}
=1 for the universal set Γ.

Axiom 2. (Duality Axiom)(Liu [2]): M{Λ} +
M{Λc}=1 for any event Λ.

Axiom 3. (Subadditivity Axiom)(Liu [2]): For
every countable sequence of events Λ1,Λ2, · · · , we
have

M

{

∞
⋃

i=1

Λi

}

≤
∞
∑

i=1

M{Λi}.

Axiom 4. (Product Axiom)(Liu [13]): Let
(Γk,Lk,Mk) be uncertainty spaces for k = 1, 2,
· · · . The product uncertain measure M is an un-
certain measure satisfying

M

{

∞
∏

k=1

Λk

}

=
∞
∧

k=1

Mk{Λk}

where Λk are arbitrarily chosen events from Lk

for k = 1, 2, · · · , respectively.

Definition 1. (see [2]): An uncertain variable is
a function ξ from an uncertainty space (Γ,L,M)
to the set of real numbers such that {ξ ∈ B} is an
event for any Borel set B of real numbers.

Remark 1: Note that the event {ξ ∈ B} is a sub-
set of the universal set {ξ ∈ B} = {γ ∈ Γ|ξ(γ) ∈
B}.

Definition 2. (Liu [14]): An uncertainty distri-
bution Φ(x) is said to be regular if it is a contin-
uous and strictly increasing function with respect
to x at which 0 < Φ(x) < 1, and

lim
x→−∞

Φ(x) = 0, lim
x→+∞

Φ(x) = 1.

Definition 3. (Liu [14]): Let ξ be an uncer-
tain variable with regular uncertainty distribution
Φ(x). Then the inverse function Φ−1(α) is called
the inverse uncertainty distribution of ξ.

Theorem 1. (Liu [14]): Let ξ1, ξ2, · · · , ξn be in-
dependent uncertain variables with regular uncer-
tainty distributions Φ1,Φ2, . . . ,Φn, respectively.
If f(ξ1, ξ2, · · · , ξn) is strictly increasing with re-
spect to ξ1, ξ2, · · · , ξm and strictly decreasing with
respect to ξm+1, ξm+2, · · · , ξn, then

ξ = f(ξ1, ξ2, · · · , ξn) (1)

has an inverse uncertainty distribution.

Ψ−1(α) =f(Φ−1
1 (α), · · · ,Φ−1

m (α),

Φ−1
m+1(1− α), · · · ,Φ−1

n (1− α)).
(2)

2.2. Chance theory

Definition 4. (Liu [1]): Let (Γ,L,M) be an un-
certainty space and let (Ω,A,Pr) be a probability
space. Then the product (Γ,L,M) × (Ω,A,Pr) is
called a chance space

(Γ,L,M)× (Ω,A,Pr) = (Γ×Ω,L× A,M× Pr).

Definition 5. (see [1]): An uncertain random
variable is a function ξ from a chance space
(Γ,L,M) × (Ω,A,Pr) to the set of real numbers
such that {ξ ∈ B} is an event in an event in L×A

for any Borel set B of real numbers.

Theorem 2. (see [14]): Let ξ1, ξ2, · · · , ξn be
uncertain random variables on the chance space
(Γ,L,M) × (Ω,A,Pr), and let f be a measurable
function. Then

ξ = f(ξ1, ξ2, · · · , ξn)

is an uncertain random variable determined by

ξ(γ, ω) = f(ξ1(γ, ω), ξ2(γ, ω), · · · , ξn(γ, ω))

for all (γ, ω) ∈ Γ× Ω.

Theorem 3. (Liu [15]): Let η1, η2, · · · , ηm be in-
dependent random variables with probability dis-
tributions Ψ1,Ψ2, · · · ,Ψm, respectively, and let
τ1, τ2, · · · , τn be independent uncertain variables.
Assume f is a measurable function. Then the un-
certain random variable

ξ = f(η1, η2, · · · , ηm, τ1, τ2, · · · , τn)

has a chance distribution

Φ(x) =

∫

ℜm

F (x; y1, y2, · · · , ym)dΨ1(y1)

dΨ2(y2) · · · dΨm(ym).

(3)

where F (x; y1, y2, · · · , ym) is the uncertainty dis-
tribution of the variable

f(y1, y2, · · · , ym, τ1, τ2, · · · , τn).

Definition 6. (Liu [1]): Let ξ be an uncertain
random variable. Then its chance distribution is
defined by

Φ(x) = Ch{ξ ≤ x} (4)

for any x ∈ ℜ.

Theorem 4. Let ξ be an uncertain random vari-
able. Then its expected value is

E[ξ] =

∫ +∞

0

Ch{ξ ≥ r}dr−

∫ 0

−∞

Ch{ξ ≤ r}dr

(5)
provided that at least one of the two integrals is
finite.



A simulation algorithm with uncertain random variables 197

Theorem 5. Let ξ be an uncertain random vari-
able with regular chance distribution Φ. If the ex-
pected value exists, then

E[ξ] =

∫ 1

0

Φ−1(α)dα. (6)

In order to obtain the chance distribution, we
prove following theorems and develop a simula-
tion algorithm.

3. A simulation algorithm with

uncertain random variables

In this section, by employing the above defini-
tion and theorems, the chance distribution will
be obtained. To do this, the following theorems
is proved and besides a simulation algorithm is
developed.

In fact, Formula (3) is a theoretical formula,
which is not easy to use in most cases due to
the complexity of chance distribution function.
To overcome the difficulty, an uncertain random
simulation is proposed to evaluate the chance dis-
tribution. First, we introduce the concepts of
α−pessimistic value and α−optimistic value for
an uncertain random variable. Then, we approxi-
mate the chance distribution, α−pessimistic value
and α−optimistic value by using a numerical in-
tegration method.

Definition 7. Let ξ be an uncertain random vari-
able on chance space (Γ,L,M) × (Ω,A,Pr) and
α ∈ (0, 1]. Then,

ξinf(α) = inf{r|Ch{ξ ≤ r} ≥ α} (7)

and
ξsup(α) = sup{r|Ch{ξ ≥ r} ≥ α} (8)

are called the α−pessimistic value and the
α−optimistic value of ξ, respectively.

Note that Random variables and uncertain vari-
ables are special uncertain random variables. The
α−pessimistic value and the α−optimistic value
of linear uncertain variable L(a, b) are ξinf(α) =
(1− α)a+ αb and ξsup(α) = αa+ (1− α)b.

Theorem 6. Let ξ be an ordinary uncertain ran-
dom variable and α ∈ (0, 1]. Then, we have

Ch{ξ ≤ ξinf(α)} = α. (9)

Proof. Since the chance distribution is
continuous, it follows from the defini-
tion of the α−pessimistic value for each
α ∈ (0, 1], we have Ch{ξ ≤ ξinf(α)} =
lim
n→∞

Ch{ξ ≤ ξinf(α)− 1/n} ≤ α, and

Ch{ξ ≤ ξinf(α)} = lim
n→∞

Ch{ξ ≤ ξinf(α) + 1/n} ≥

α, which imply that Ch{ξ ≤ ξinf(α)} = α holds.
The theorem is proved. �

Theorem 7. Let ξ be an ordinary uncertain ran-
dom variable and α ∈ (0, 1]. Then, we have

Ch{ξ ≥ ξsup(α)} = α. (10)

Proof. Since the continuity of chance
distribution, it follows from the defini-
tion of the α−optimistic value for each
α ∈ (0, 1] that Ch{ξ ≥ ξsup(α)} =
lim
n→∞

Ch{ξ ≥ ξsup(α)− 1/n} ≥ α and

Ch{ξ ≥ ξsup(α)} = lim
n→∞

Ch{ξ ≥ ξsup(α) + 1/n} ≤

α, which imply that Ch{ξ ≥ ξsup(α)} = α holds.
The theorem is proved. �

Theorem 8. Let ξ be an uncertain random vari-
able and α ∈ (0, 1]. Then, we have

ξinf(α) = Φ−1(α). (11)

Proof. It follows from Definition 7 immedi-
ately. �

Theorem 9. Let ξ be an uncertain random vari-
able and α ∈ (0, 1]. Then, we have

ξinf(α) = ξsup(1− α). (12)

Proof. It follows from Equation (8) that

Ch{ξ ≥ ξsup(1− α)} = 1− α.

Thus,

Ch{ξ ≤ ξsup(1− α)} = 1− Ch{ξ ≥ ξsup(1− α)}

= 1− (1− α)

= α

Thus, we have ξinf(α) = ξsup(1−α). The theorem
is proved. �

Theorem 10. Let ξ be an uncertain random vari-
able and α ∈ (0, 1]. Then, we have

ξsup(α) = Φ−1(1−α) and ξsup(1−α) = Φ−1(α).
(13)

Proof. It follows from Theorems 8 and 9. �

Theorem 11. Let ξ be an ordinary uncertain
random variable. Then, we have

E[ξ] =

∫ 1

0

ξinf(α)dα. (14)

Proof. Since Φ(x) is strictly increasing and con-
tinuous, we get

ξinf(α) = inf{r|Ch{ξ ≤ r} ≥ α}

= inf{r|Φ(r) ≤ α}

= Φ−1(α).

According to Definition (), we have E[ξ] =
∫ 1

0
ξinf(α)dα. The Theorem is proved. �
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Theorem 12. Let ξ be an ordinary uncertain
random variable. Then, we have

E[ξ] =

∫ 1

0

ξsup(α)dα. (15)

Proof. Since Φ(x) is strictly increasing and con-
tinuous, we get

ξsup(α) = sup{r|Ch{ξ ≥ r} ≥ α}

= sup{r|Φ(r) ≤ 1− α}

= Φ−1(1− α).

Thus, for all α ∈ (0, 1), we have

∫ 1

0

ξsup(α)dα =

∫ 1

0

Φ−1(1− α)dα

=

∫ 1

0

Φ−1(α)dα = E[ξ]

The theorem is proved. �

Theorem 13. Let ξ be an ordinary uncertain
random variable. Then, we have

E[ξ] =
1

2

∫ 1

0

[ξinf(α) + ξsup(α)] dα. (16)

Proof. It follows directly from Theorem 11 and
Theorem 12. �

Theorem 14. Let η1, η2, · · · , ηm be indepen-
dent random variables with probability distribu-
tions Ψ1,Ψ2, · · · ,Ψm, and let τ1, τ2, · · · , τn be in-
dependent uncertain variables with regular un-
certainty distributions Υ1,Υ2, · · · ,Υn. Assume
f(η1, η2, · · · , ηm, τ1, τ2, · · · , τn) is strictly increas-
ing with respect to τ1, τ2, · · · , τk and strictly de-
creasing with respect to τk+1, τk+2, · · · , τn. Then

ξ = f(η1, η2, · · · , ηm, τ1, τ2, · · · , τn)

has a chance distribution

Φ(x) =

∫

ℜm

F (x; y1, y2, · · · , ym)dΨ1(y1)

dΨ2(y2) · · · dΨm(ym).

(17)

where F (x; y1, y2, · · · , ym) is determined by its in-
verse uncertainty distribution

F−1(y1, y2, . . . , ym,Υ−1
1 (α), . . . ,

Υ−1
2 (α), . . . ,Υ−1

n (α)),
(18)

F−1(y1, y2, · · · , ym, (ξ1)sup(1− α), · · · ,

(ξk)sup(1− α), (ξk+1)sup(α), · · · , (ξn)sup(α)).

(19)

Proof. It follows from Theorem 1 that inverse
uncertainty distribution of F (x; y1, y2, · · · , ym) is
determined by

F−1(y1, y2, · · · , ym,Υ−1
1 (α), · · · ,Υ−1

k (α),

Υ−1
k+1(1− α), · · · ,Υ−1

n (1− α)).
(20)

According to Theorem 10, we substi-
tute Υ−1

1 (α), · · · ,Υ−1
k (α) with (ξ1)sup(1 −

α), · · · , (ξk)sup(1 − α) and Υ−1
k+1(1 −

α), · · · ,Υ−1
n (1−α) with (ξk+1)sup(α), · · · , (ξn)sup(α).

Thus, Formula (19) holds. The theorem is com-
pleted. �

Theorem 15. Let η1, η2, · · · , ηm be indepen-
dent random variables with probability distribu-
tions Ψ1,Ψ2, · · · ,Ψm, and let τ1, τ2, · · · , τn be in-
dependent uncertain variables with regular un-
certainty distributions Υ1,Υ2, · · · ,Υn. Assume
f(η1, η2, · · · , ηm, τ1, τ2, · · · , τn) is strictly increas-
ing with respect to τ1, τ2, · · · , τk and strictly de-
creasing with respect to τk+1, τk+2, · · · , τn. Then

ξ = f(η1, η2, · · · , ηm, τ1, τ2, · · · , τn)

has a chance distribution

Φ(x) =

∫

ℜm

F (x; y1, y2, · · · , ym)dΨ1(y1)

dΨ2(y2) · · · dΨm(ym).

(21)

where F (x; y1, y2, · · · , ym) is determined by its in-
verse uncertainty distribution

F−1(y1, y2, . . . , ym,Υ−1
1 (α), . . . ,

Υ−1
2 (α), . . . ,Υ−1

n (α))
(22)

F−1(y1, y2, . . . , ym, (ξ1)inf(α), · · · , (ξk)inf(α),

(ξk+1)inf(1− α), · · · , (ξn)inf(1− α)).
(23)

Proof. The proof is similar to that of Theorem
14. �

According to Theorems 1, 17, 8, 9 and 10, we
design the following uniform discretization algo-
rithm to simulate Φ(x), α-pessimistic value and
α-optimistic value. The presented algorithm is
very flexible. Because it can even simulate the
empirical distribution.

Algorithm 1 (Uniform Discretization Algo-
rithm)
Step 1. Discretize the range of the random vari-
able ηi into Ni equally spaced points.
Step 2. Discretize α into K equally spaced
points.
Step 3. Calculate F−1(α; y1, y2, · · · , ym).
Step 4. Calculate F (x; y1, y2, · · · , ym) =



















0 if x ≤ x1,

αi + (αi+1 − αi)
x− xi

xi+1 − xi
if xi ≤ x ≤ xi+1,

1 ≤ i ≤ K,
1 if x ≥ xK ,

Step 5. Apply numerical integration to compute
Φ(x), α-pessimistic value and α-optimistic value.
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The uniform discretization algorithm is illus-
trated by the following example.

4. A numerical example

Example Suppose that η1 and η2 are indepen-
dent random variables with probability distribu-
tions U(1, 2) and U(2, 4), and suppose that τ1 and
τ2 are independent uncertain variables with un-
certainty distributions L(1, 5) and L(1, 3). Then
ξ = η1 + η2 + τ1 − τ2 is an uncertain random
variable. Assume that ξ has chance distribution
Φ(x).

For the sake of simplicity, we set N1 = 10, N2 =
10,K = 10. We also can assign a large number
to N1, N2 and K. The probability distribution
function of η1 and η2 are

Ψ1(y1) =







0 if y1 ≤ 1,
y1 − 1 if 1 ≤ y1 ≤ 2, and
1 if y1 ≥ 2,

Ψ2(y2) =











0 if y2 ≤ 2,
y2 − 2

2
if 2 ≤ y2 ≤ 4,

1 if y2 ≥ 4.

Then, we can have discrete forms of Ψ1(y1) and
Ψ1(y2) in which y1 = 1+0.1 · i and y2 = 2+0.2 · j
for i = 1, 2, · · · , 10, j = 1, 2, · · · , 10. The inverse
uncertainty distribution function of τ1 and τ2 are
(τ1)inf(α) = (1 − α) · 1 + α · 5 = 1 + 4 · α and
(τ2)inf(1− α) = α · 1 + (1− α) · 3 = 3− 2 · α.

The chance distribution of ξ is

Φ(x) =
1

2

∫ 4

2

∫ 2

1

F (x; y1, y2)dy1dy2 (24)

where F (x; y1, y2) is obtained by the inverse un-
certainty distribution function F−1(α; y1, y2) =
y1+ y2+(1+4 ·α)− (3−2 ·α) for each α ∈ (0, 1].
This implies that F−1(α; y1, y2) = xk, 1 ≤ k ≤ 10
for each α ∈ (0, 1]. The value of F−1(α; y1, y2) is
listed on the Table I.

Then, according to Step 4, we obtain F (x; y1, y2).
Now, we get the chance distribution function of
ξ.

Φ(x) =
1

2

∫ 4

2

∫ 2

1

F (x; y1, y2)dy1dy2

=
1

2

10
∑

i=1

10
∑

j=1

F (x; 1 + 0.1 · i, 2 + 0.2 · j) · 0.1 · 0.2

Applying the above presented algorithm, the
chance distribution of ξ is obtained as (Figure 1):
ξinf(0.2)=3.9 and ξsup(0.2)=7.4.

Figure 1. The chance distribution of ξ.

5. Conclusion

Here, an uncertain random simulation algorithm
is presented to illustrate chance distribution. The
presented simulation method can be generally ap-
plied to uncertain random optimization by ap-
proximating chance constraints. The results ob-
tained show that the presented algorithm is the
successful for the uncertain random simulation.
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 This paper proposes a gain scheduling linear quadratic integral (LQI) servo 

controller design, which is derived from linear quadratic regulator (LQR) optimal 

control, for non-singular linear parameter varying (LPV) descriptor systems. It is 

assumed that state space matrices are non-singular since many mechanical systems 

do not have any non-singular matrices such as the natural state space forms of 

robotic manipulator, pendulum and suspension systems. A controller design is 

difficult for the systems due to rational LPV case. Therefore, the proposed gain 

scheduling controller is designed without the difficulty. Accordingly, the motion 

control design is implemented for two-link flexible joint robotic manipulator. 

Finally, the control system simulation is performed to prove the applicability and 

performance. 
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1. Introduction 

Many researchers have recently considered the problem 

of robust controller design on linear parameter varying 

or linear time invariant systems in the regular state-

space form such as in [1–14], where the systems are 

common linear parameter varying (LPV) systems. 

Unlike the regular state-space forms, descriptor 

systems enable an expression which includes algebraic 

conditions on physical factors. Therefore, these 

systems have attracted attention for the past decade 

because many systems such as mechanical systems 

have this structure, and the systems have ability to 

describe many systems such as chemical processes, 

robotic systems, aircrafts, etc. Thus, many researchers 

have investigated in the literature, for instance, robust 

stability analysis and stabilisation [15–17], robust 

controllability/ observability analysis [18], H2/H∞ norm 

characterization and control [19–27], robust filtering 

[21], positive real analysis and control [22].  

They have two types which are singular and non-

singular descriptor systems. Singular systems, which 

are also called differential algebraic equations (DAE), 

are generally used to describe some systems including 

algebraic constraints. On the other hand, many of 

mechanical systems such as robotic manipulators, 

pendulum systems and suspension systems have not 

any singular matrices although they can be represented 

as singular system form by including algebraic 

constraints. This is because, they are naturally in the 

form of non-singular descriptor state space forms due 

to using Euler-Lagrange method based on energy for 

the mathematical modelling. On the other hand, non-

singular LPV descriptor systems can occur rational 

LPV form due to uncertain parameters, for which the 

controller design is difficult. Accordingly, the 

mentioned papers are mostly for the singular systems.  

Flexible robotic manipulators have many advantages 

on the rigid robots which need less material, lighter in 

weight, less power, smaller actuators, more 

manoeuvrable and transportable, and thus their cost are 

lower. These robots have a wide application area as an 

industrial robot in industry. In addition, two-link 

flexible manipulators are preferred because they 

present more flexibility for applications. Nevertheless, 

their control is difficult to attain exact positioning. 

Also, the complexity of problem arises because they are 

multi-input multi-output (MIMO) systems, which are 

affected by several factors such as payload changing 

and vibration effects of between links. Moreover, they 

have nonlinearity and some uncertain parameters. 

Therefore, numerous researchers have investigated for 

the control of robotic manipulators in [28–34]. For 

instance, H∞ control and μ-synthesis are in [28, 29, 33].  

http://www.ams.org/msc/msc2010.html
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In [30], the control of flexible robotic manipulator is 

dealt with finite element theory. In [31], a robust 

control method of a two-link flexible manipulator with 

neural network. In [32], H∞ control is performed for 

LPV descriptor model with affine parametric 

dependence by using a linear fractional representation 

(LFR). In [34], LPV control is performed by converting 

equivalent to a rational LPV system. In [35], general 

H∞ LPV control is designed for the non-singular 

descriptor flexible robotic manipulator. 

Thus, the designs in above papers are mostly for the 

singular LPV systems. In addition, a gain scheduling 

Linear Quadratic Integral (LQI) controller has not been 

tackled for the non-singular descriptor systems in the 

literature. Accordingly, many mechanical systems are 

naturally in the form of non-singular LPV system. In 

this paper, we consider the construction of a gain 

scheduling LQI controller for a non-singular uncertain 

descriptor system. The controller is applied to two-link 

robotic manipulator. Natural two-link robotic 

manipulator model has not any singular matrices, but it 

and similar mechanical systems can be converted to 

singular form by LPV conversion methods as in [22, 

36, 37], which is not in the focus of paper. Because of 

avoiding the complexity of rational LPV systems, the 

proposed controller can be applied to a robotic 

manipulator system or any non-singular LPV descriptor 

system without using rational LPV form. Finally, the 

main aim of the paper is to design a static controller 

without any extra methods and assumptions for the 

rational LPV systems. From the references and the 

other literature studies, there is not a gain-scheduling 

controller LQI design for the LPV descriptor systems 

without conversion methods. 

2. Two link robotic manipulator model 

The robotic manipulator is shown in Figure 1. It is a 

two-link flexible planar manipulator which is driven by 

geared two DC motors. θ1 and θ2 are the shoulder and 

elbow joint angles, respectively. 𝜏1 and 𝜏2 are the 

corresponding control torques. The second-order form 

of the manipulator nonlinear motion equations [28] are 

as in (1) where M(θ2) is the inertia matrix, D is the 

damping matrix, and K is the stiffness matrix, F is input 

vector and. M(θ2) is as in (2) where  M   and 

 / 2M  are given by (3). 

 

Figure 1. Two link robotic manipulator schema [28]. 

 𝑀(𝜃2)�̈�(𝑡) + 𝐷�̇�(𝑡) + 𝐾𝑞(𝑡) = 𝐹𝑢(𝑡) (1) 

         2 2/ 2 cos / 2M M M M           (2) 

 

34.7077 9.7246 23.6398 5.9114

9.7246 9.8783 9.7246 5.9114
M = ,

23.6398 9.7246 17.5711 5.91142

5.9114 5.9114 5.9114 3.7233

17.0296 0.8856 9.7776 0.8430

0.8856 9.8783 4.7016 5.9114
M =

9.7776 4.7016 7.5249 3.0311

0





 
 

   
    

 
 

.8430 5.9114 3.0311 3.7233

 
 
 
 
 
 

 (3) 

Also, D the damping matrix, and K the stiffness matrix 

and F input vector are 

0 0 0 0

0 0 0 0
D= ,

0 0 0.09 0

0 0 0 0.05

0 0 0 0 1 0

0 0 0 0 0 1
K== ,F=

0 0 89.1473 0 0 0

0 0 0 45.6434 0 0

 
 
 
 
 
 

   
   
   
   
   
   

  

3. Gain-scheduling LQI controller design 

LQR control is an optimal control method, which is 

commonly used for the state feedback design in the 

literature. But, it has no output matrix. Therefore, LQI 

control, which is based on LQR, has the output 

feedback with integral action. Thus, LQR is regulator 

while LQI is servo design. That is, LQI controller is 

used for the reference tracking. In this paper, gain 

scheduling LQI controller design is proposed for the 

non-singular LPV descriptor form, and the method is 

applied to two link robotic manipulator.  

 �̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡), 𝑥(0) = 𝑥0 (4) 

Consider the linear time invariant (LTI) system in (4), 

J the performance index (or cost functional) is defined 

in (5) for the state feedback optimal controller 

   u t Kx t  , where n nQ   is positive semidefinite 

matrix and 
m mR 

 is positive symmetric matrix. The aim 

of LQR control is to design a state feedback controller 

   u t Kx t   which minimizes performance index J 

and stabilizes the system. In addition, LQI controller is 

obtained by including output and reference error. 

Therefore, if integral action is included in system, LQI 

controller is designed. Also, its effect is to drop steady 

state errors. 

          
0

T TJ t x t Qx t u t Ru t dt



   (5) 
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Robotic manipulators are in the form of (6) where time-

varying parameter set is given by (7).  It is assumed that 

 E   is non-singular matrix for all  .  

 

(6) 

 

(7) 

 

Their motion control is a reference tracking problem. 

Therefore, system error is given by. 

 

Accordingly, the extended system is as follows. 

 

(8) 

So, LQI controller including output feedback is as 

follows.  

              1 2
0

ˆ
t

LQIK t x t K t x t K t y t     . 

Accordingly, the following theorem presents the 

proposed gain scheduling LQI controller design.  

Theorem: Consider a non-singular descriptor LPV 

system in (6) and (8), an optimal controller input

              1 2
0

ˆ
t

LQIK t x t K t x t K t y t      and 

controller matrix in (10) which minimizes the 

performance index J in (5), if and only if there exist 

parameter-dependent symmetric positive-definite 

matrices n nY  ,   q qZ    and block diagonal 

positive-definite matrix n nX  , the inequalities in 

(9) hold all for all   R Dt    . 

       

 

0

0

min ,   such that

ˆ ˆ ˆ ˆ ˆ*
0

ˆ

ˆ
0

ˆ

TT T

T

T

AYE BZ B E Y

YE X

x

x Y



  





  
 

  

 
 

 

 
(9) 

    1ˆT

LQIK Z B Y    (10) 

Proof: The non-singular descriptor system in (8) is 

rewritten as follows. 

 �̇̂�(𝑡) = �̂�(𝑣)−1�̂��̂�(𝑡) + �̂�(𝑣)−1�̂��̂�(𝑡), �̂�(0) = �̂�0 (11) 

 

When Lyapunov stability criteria is applied for 

asymptotic stability for Lyapunov function ˆ ˆTV x Px , 

the following condition should be provided [38]: 

If the controller      ˆ ˆ
LQIu t K x t   provides the 

condition 0
dV

dt
 , the system is stable and (12) is 

obtained for the performance index. If ˆ ˆTV x Px  is 

replaced, the optimal controller in (13) is obtained. 

         ˆ ˆ ˆ ˆ 0T TdV
x t Qx t u t R u t

dt
     (12) 

         1 ˆˆ ˆ ˆTu t R B Px t K x t      (13) 

In that case, algebraic Riccati matrix equation in (14) is 

yielded. 

   

     

1

1 1

ˆ ˆˆ ˆ

ˆ ˆ ˆ ˆ 0

T T

T T

A E P PE A

PE BR B E P Q

 

  

 

  



  
 (14) 

The matrix equation is converted to Linear matrix 

inequality (LMI) because LMI approach is proposed 

for the design. Because, it is commonly used for the 

controller design since LMI approach has many 

advantages. 

For minimizing the cost function, the following 

equality is obtained. The matrix equation in (14) 

together with initial condition can be expressed 

           

   

min

0

0 0

ˆ ˆ ˆ ˆmin

ˆ ˆ

T T

T

J t x t Qx t u t R u t dt

x t Px t




   




 (15) 

Accordingly, following Schur formula in [38] is 

commonly used in linear algebra applications: 

Consider a symmetric matrix T=
11 12

12 22

T

T T

T T

 
 
 

, T<0 , if 

and only if 22T <0 and 1

11 12 22 12

TT T T T <0. 

Thus, if (14) is multiplied with 
1P Y  , LMI form in 

(16) can be written as follows. And then, if Schur 

formula is applied, the inequality in (17) is obtained. 

   

     

1

1 1

ˆ ˆˆ ˆ

ˆ ˆ ˆ ˆ 0

T T

T T

E AY YA E

E BR B E YQY

 

  

 

  



  
 (16) 

   

     

1

1 1

1

ˆˆ *

0ˆ ˆ ˆ ˆ

T

T T

E AY
Y

E BR B E

Y Q



  



  



  
  
     
  

 (17) 

The matrix  1P P Y   is minimized to get minimum 

performance index. Therefore, defining γ, 
0 0
ˆ ˆTx Px   

can be obtained. Then, if Schur formula is applied to 

0 0
ˆ ˆ 0Tx Px    , the inequality in (18) is obtained. 
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Figure 2. Control system diagram. 

0

0

ˆ
0

ˆ

Tx

x Y

 
 

 
 (18) 

The inequality in (17) is multiplied from left and right 

with the matrix in (19) and its transpose, respectively. 

 ˆ 0

0

E

I

 
 
 

 (19) 

Thus, we get the following inequality by also defining
1X Q  and    1Z R  , and the proof 

completes.  

       

 

ˆ ˆ ˆ ˆ ˆ*
0

ˆ

TT T

T

AYE BZ B E Y

YE X

  



  
 

  

 (20) 

Finally, an optimal feedback controller

              1 2
0

ˆ
t

LQIK t x t K t x t K t y t     , 

which minimizes performance index J and stabilizes 

the system, can be obtained by solving the optimization 

problem in (9) for the system in (8) including output 

feedback. 

Remark: The inverse of  E   is a drastic case due to 

rational LPV form and there is no a formula for this, so 

an extra complexity occurs, and some assumptions or 

extra methods are needed as in [22, 28, 36, 37]. For 

example, since 
 

 
   1

A
E A

E


 



  is dependent a 

parameter theta, the making inverse of the parameter 

dependent matrix is a difficult problem. But, the 

proposed solution eliminates to take its inverse. Thus, 

the proposed design has no the complexity and does not 

need any extra methods.  

4. Simulation results 

The simulation tests are performed with MATLAB. 

Figure 2 shows the simulation block diagram for the 

two-link flexible manipulator control system. The time-

varying parameter is assumed as follows for robotic 

manipulator system. 

   2cost   

Therefore, the bounds of the time-varying parameter is 

 1 1t   .  

Throughout the paper, affine parametric uncertainties 

are defined for the controller design, and so all 

parameter-dependent matrices affinely depend on the 

uncertain parameter such as the controller matrix in 

(21). 

  0

1

n

LQI i i

i

K K K 


   (21) 

In addition, the selected matrix X is for the state weights 

in the optimization problem in (9). The determination 

of this matrix is not dependent on the certain rule, but 

it is optimized by some artificial intelligence methods 

in the literature. In these paper, classical approach (trial 

and error) is used according to system behaviour. 

  6=blkdiag 10 2050,200,16,9,7,1.2,2.3,3.0,0.05,0.03X   

If the optimization problem is solved, the effects on the 

system of controller in (21) are presented in Figure 3, 

Figure 4 and Figure 5. Figure 3 shows joint angles θ1 
and θ2 of robotic manipulator as degree. Thus, the 

tracking performance is good. The settling times are 

nearly 3 and 4 second for θ1 and c, respectively. Figure 

4 shows the time-varying parameter  t , and 

accordingly Figure 5 shows the generated torques by 

the parameter dependent controller as Nm. the results 

show that the proposed method has good performance 

such as low settling time and overshoot. The proposed 

controller is static feedback which changes with 
2 , 

and, there is no assumptions while the controller in [29] 

is dynamic controller, and there are some asumptions 

such as fixed angles. Nevertheless, the results for the 

proposed design are somewhat better than the results in 

[29] especially for θ2 in point of settling time. 

5. Conclusions 

In this paper, we have addressed the construction of 

parameter-dependent LQI controller design for the non-

singular LPV descriptor systems, and it has been 

applied to two-link robotic manipulator. The results 

have shown that good tracking performances are 
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obtained for the joint angle references in view of the 

settling time and overshoot. In addition, the proposed 

method has not needed any extra requirements such as 

rational LPV conversion methods. Finally, the gain 

scheduling LQI controller has been designed for the 

non-singular descriptor system without any extra 

methods for the rational LPV form.  

 
Figure 3. Tracking responses of joint angles. 

 

Figure 4. The change of time-varying parameter  t . 

 
Figure 5. Torque responses. 
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 Pharmacies are considered as an integral part of health care systems for supplying 

medicine to patients. In order to access  medicine with ease, pharmacies locations 

in the context of distance and demand are important for patients. In the case of a 

few numbers of pharmacies may be on duty at nights or during holidays, 

pharmacies duty scheduling problem occur and can be associated with location 

models. In contrast to widely used p-median model which aims to minimize the 

demand-weighted distance, we maximize the demand covered over the distance 

between the patients and the pharmacies on duty. Main contribution of the 

proposed model is the restriction constraint for the distance between pharmacies 

on duty in order to ensure fairness in an organizational view of point. We propose 

a distance restricted maximal covering location model (DR-MCLM) in this study. 

This mathematical model is a mixed integer linear programming model and solved 

by Lingo optimization software. The distances between the pharmacies and the 

sites are obtained using Geographic Information Systems (GIS). The model is 

applied for the case in Adana, one of the biggest cities in Turkey. The results are 

given on the maps of the city, including the pharmacies on duty and their 

assignments to sites in  each day of the period.   
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1. Introduction 

Pharmacies supply medicine and medical instruments 

to patients. Location of pharmacies is important for 

patients and usually depends on population distribution 

over city and closeness to hospitals. Patients and their 

relatives need them to access medicine in the daytime 

and night period. In Turkey, it is forbidden to sell 

medicine in anywhere other than in pharmacies. 

Therefore, people can get medicine only from the 

pharmacies. This results in the need of pharmacies to 

be open after the daytime period and meet the urgent 

demands. However, not all pharmacies are allowed to 

work at nights. The problem of which pharmacies 

should be kept open and which ones closed at nights is 

the main concern of the duty scheduling problem of 

pharmacies. The Chamber of Pharmacists is 

responsible for  pharmacies duty scheduling as 

considering fairness toward total number of duties 

given to each pharmacy. This paper aims to develope a 

mathematical model for the fairest optimal duty 

scheduling of pharmacies. 

Location theory includes such models representing the 

scheduling and assignment problems. Set covering 

model is the well known and base one in the location 

theory. It is used to find the minimum number of 

facilities to cover all the demand points in a given 

region. Other important one is the maximal covering 

location model (MCLM) and it seeks to locate facilities 

in order to maximize the coverage of all the demand 

points. The remained covering models can be classified 

as p-center and p-median models. P-center model seeks 

to find the location of p facilities to minimize the 

maximum distance between each facility and the 

demand point in the given region. The quantity of 

demand covered is not considered in a p-center model, 

whereas in a p-median model demand weighted 

distance minimization is taken into account. In the case 

of health care problems, while distance has a significant 

role in saving life, quantity of demand is also the other 

critical factor for assigning a facility to a site. 

mailto:bkiran@cu.edu.tr
mailto:nuncu@adanabtu.edu.tr
http://www.ams.org/msc/msc2010.html
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In this study, MCLM formulated in [1] is revised for 

the distance restricted pharmacy duty scheduling 

problem. In the suggested model, in addition to the 

demand and the distance between pharmacies and sites,  

distance restricted between pharmacies is also 

considered. 

In this paper, the introduction part is followed by a 

literature review with four other sections. The review 

provides an overview of the existing literature on the 

pharmacy duty scheduling problem and the maximal 

covering location models formulated mainly for the 

aforementioned problem. The third section suggests a 

new mathematical model constructed based on the new 

constraint that restricts the distance between 

pharmacies. In the fourth section, an application of the 

model is provided. The results are mapped by using 

geographic information system tools in the following 

section. Finally, in the last section we draw some 

conclusions and make further suggestions.  

2. Literature review 

The duty scheduling problem has been studied in a 

widespread area of operations research. However, it is 

not the same for pharmacy duty scheduling problem. In 

the first part of the review, the studies on the duty 

scheduling of pharmacies is demonstrated. In the 

second part, we present the related literature about the 

maximal covering location model which forms the 

mathematical basis for the suggested pharmacy duty 

scheduling problem in this study.  

Variable neighbourhood search (VNS) is used to solve 

a multi period p-median problem with the real data 

obtained from pharmacies in İzmir with particular 

constraints [2]. The goal of basic, restricted and 

decomposition version of the variable neighbourhood 

search method is to find better solutions in the least 

amount of time by decomposing or restricting the 

search space. According to the findings, the basic and 

restricted versions of the method give better results 

significantly than the decomposition version of small 

and large scale instances. The customer utility 

maximization is a focal point in their research. The 

pharmacy duty scheduling problem is examined by 

adding special side constraints to a multi-period p-

median model in [3]. Tabu search algorithm is used to 

solve the problem for the case in Izmir. They provide 

that the multiple duty pharmacy scheduling problem is 

NP-hard under the assumption of incapacitated 

pharmacies. The last study is on the location of 

pharmacies is belongs to [4]. They use set covering, p-

center and p-median models with geographic 

information systems in order to select the most suitable 

triad of pharmacies –hospitals-warehouses to minimize 

the total transportation distance in the province of 

Gaziantep. They developed a GIS application to 

visualize the current and potential locations of the 

pharmacies.  

Facility location is known as the most important 

starting point in the history of location theory [5]. The 

problems in this field refer to the several models each 

of which indicates different objectives and has different 

constraints. The applications of facility location spread 

to many areas such as emergency services, hospitals, 

fire stations, airline hubs, schools and warehouses 

among many others. In health care applications, the set 

covering model, maximal covering model and p-

median model are taken attention more than the others 

[6].  

The roots of MCLM were generalized in [1] and 

various extensions to the original problem have been 

made since then. A comprehensive literature review 

about the recent papers in the set covering model, 

maximal covering model and p-median model can be 

found in [7].  

The basic maximal covering model aims to cover 

maximum demand with a fixed number of facilities. An 

extension of the model is proposed in [8]. They 

emphasize on the full and partial coverage of the 

demand nodes and lower level of service on the 

constraint of distance between the facility and the 

demand node. They mentioned on the behaviour of 

maximal covering model in which some demand points 

cannot be covered. 

The model in [9] is a dynamic maximal covering 

model. They called the model dynamic because of the 

changing locations of the facilities in time steps in the 

whole period. It is the similar approach as considering 

opening some facilities in time steps in  the period, 

while the others are closed. 

Another extension of MCLM is formulated for 

different capacitated facilities. Several possible 

capacity levels of the facility at each potential site are 

used in contrast to only one fixed capacity level which 

limited the applications of a modular capacitated 

maximal covering location problem [10]. The article 

provided a discussion of modular capacitated maximal 

covering location problem with either facility 

constraint or non-facility constraint to determine the 

optimal location of ambulances.  

Although the large scale MCLMs are difficult to solve, 

heuristics are useful to solve such kind of problems. 

The large-scale maximal covering problem is solved by 

genetic algorithms with up to 900 nodes in [11]. The 

results show that the proposed approach has a capacity 

to solve problems with up to 2500 nodes. A 

combination of fuzzy simulation and the greedy 

variable neighbourhood search is presented to solve 

large scale maximal coverage location problems in 

[12]. They use greedy VNS for searching solution 

space and fuzzy simulation to evaluate each solution 

obtained by greedy VNS. They solve the problem with 

1000, 1500, and 2500 nodes and compare the results 

with the exact results obtained using CPLEX. MCLM 

maximize the coverage of population within a rapid 

nuclear response while minimizing modifications of the 

existing system [13]. They consider three phases 

including facility location, reallocation and coverage. 

At these phases, their first aim is to maximize the use 



210                                            N. Uncu et al. / IJOCTA, Vol.8, No.2, pp.208-215 (2018) 

of the existing system. The second is to determine the 

trade-offs between competing objectives, and the final 

one is to reduce the set of alternatives. After adding 

modified conditional covering problem constraints to 

the problem, they prevent facilities from covering 

nodes within close proximity in a worst-case scenario. 

Another variation of the maximal location coverage 

model is suggested in [14]. The location of facilities 

and allocation of customers are two main decision 

criteria of the problem which are considered in bi-level 

mathematical formulation. They propose greedy 

randomized adaptive search procedure (GRASP) and 

hybrid GRASP-Tabu search heuristics. The results of 

single level and bi-level formulation are compared 

based on convergence to optimality. It is determined 

that two heuristics can find good quality solutions. 

As a contribution to the existing literature, besides the 

known objectives and constraints, the model is 

improved by adding distance restricted constraint for 

the special case of fairness between facilities in this 

study. 

3. Mathematical model 

A graph consists of a set of nodes and edges that refer 

to the location points and the lines connecting these 

location points. In this problem, the nodes represent 

demand points&location of pharmacies and the edges 

represent distances between pharmacies and demand 

points. Nodes indexed by i=1….I, indicate the demand 

(site) points that are to be covered by pharmacies. 

Nodes indexed by j = 1… J indicate pharmacies that are 

candidates for covering the demand points on a given 

time period, T. The proposed model is an extension of 

MCLM. For the same reason that MCLM is NP- hard, 

our suggested model is also an NP-hard problem with 

three dimensional decision variables indexed 

respectively, i, j, and t. The model in this study is a 

mixed integer linear model and solved by using Lingo 

software which includes Simplex, branch and bound, 

and nonlinear solvers. We obtain feasible solution of 

the model, thanks to its small size.  

Distance restricted maximal covering location 

model (DR-MCLM) for pharmacy duty scheduling 

(PDS) problem: 

In this model, the distance between pharmacies on duty 

is restricted for each day of the period. The model tends 

to maximize the demands per distance covered by p 

pharmacies in a given period T.  

Notations 

Sets and Indices 

i ∈I : set of demand (site) points 

j, m ∈J: set of facilities (pharmacies),  

t ∈T: time periods (days),  

{m, }mjD = j J  s < DR    

Parameters 

hi: demand at node i. 

dij: distance between demand point i and pharmacy j. 

smj: distance between pharmacy site m and pharmacy j. 

n: number of pharmacies on duty in one period 

DR: maximum distance restricted between pharmacies 

on duty 

M: a big number 
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The objective function of the model represented by Eq. 

(1) aims to maximize the demand covered over the 

distance between site and pharmacies on duty for each 

day of period T. Eq. (2) prevents a site to be covered by 

a pharmacy which is not open on day t. Each pharmacy 

should be on duty once in the whole period is given in 

Eq. (3). Eq. (4) states that each site should not be 

covered more than once (no backup coverage) on each 

day. Eq. (5) ensures that at least n number of the 

pharmacies must be on duty on each day. Eq. (6) is 

fairness constraint. It states that the distance between 

pharmacies on duty at the same day must not be less 

than the maximum distance restricted. As shown in the 

notations, the set D is given including the index 

numbers of inconvenient pairs of pharmacies which can 

not have duty on the same day. Eq.(7) and Eq.(8) stand 

for the binary values of decision variables. 

4. Adana case 

In Adana case, the requirement of Adana Chamber of 

Pharmacists is to ensure fairness between pharmacies. 

In order to meet this fairness, Adana Chamber of 

Pharmacists emphasized that the distance between 

pharmacies on duty must not be less than 1.6 km. It is 

mentioned by Adana Chamber of Pharmacists that the 
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given pharmacies on the map are eligible to be on duty 

in terms of capacity and other requirements. 

The model is run with data which were recorded in 

2017 by Adana Chamber of Pharmacists. These data 

include the number of pharmacies and their locations 

over Çukurova.  Çukurova is one of the biggest region 

in Adana and 114 pharmacies are located in this region. 

The Chamber of Pharmacists requires that the number 

of duty pharmacies must be at least 4 for this region in 

each day of the period. Therefore, the period include 28 

days for this special situation.  

On the map of Adana, 10 demand points with blue 

border lines are shown by their numbers in blue circles 

and the locations of pharmacies are given with their 

numbers in red symbols in Figure 1. One of the 

pharmacies with number 26 on the left side of the figure 

is located in the rural area of the city and it is also 

included in the model.  

Figure 1. Sites and pharmacies located in the region of Çukurova.

5. Results  

The distance restricted maximal covering location 

model is solved by using Lingo software with an Intel 

Core i7 2.4 GHz computer. The optimum result is 

reached after 24 minutes. The solution of DR-MCLM 

is difficult to be exhibited in one graph, because of its 

dimensions. Thus, the results are given in timely based 

graphs and four maps are used for the period of 28 days. 

Each graph shows a week and each day is shown by one 

colour. For each day, the points of locations of duty 

pharmacies are given within the same colour in Figure 

2. It can be concluded that the model tends to choose 

the locations of pharmacies on duty not very close to 

each other (min 1.6 km) while covering all the sites and 

maximizing the demand covered over distance. 

The results show that the model finds the locations of 

duty pharmacies on each day of the period with the 

given constraints successfully. In Figure 2, each group 

of same coloured balls with the numbers of pharmacies 

are given for the same day of the period on the region.  
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Figure 2. Duty pharmacies on each week in 28 days period.

The objective function value is attained approximately 

1.64E+8. This value is the maximum covered 

population over distances between pharmacies and the 

sites. This value is not a good indicator alone, however 

maximizing this value forces the model to assign the 

pharmacy to the nearest site with higher population. 

The assignments of each site to duty pharmacy are 

demonstrated in Table 1. The results can be analysed 

together with the Figures on the previous pages. All the 

sites are covered in each day of the period and the 

results seem fair.    
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Table 1. Weekly representation of covered sites by duty pharmacies. 

1st  Week 2nd Week 3th Week 4th Week 

Pharmacy 

No 

Covered 

Sites 

Pharmacy 

No 

Covered 

Sites 

Pharmacy 

No 

Covered 

Sites 

Pharmacy 

No 

Covered 

Sites 

81 2,7 28 3,9 14 6,10 15 1,3,4,5,9 

87 1,4,5 63 2,4,7,8 24 3,8 17 10 

89 3,8,9 64 10 43 2,7 26 6 

99 6,10 88 1,5,6 69 1,4,5,9 62 2,7,8 
        

91 1,10 35 1,3,4,5,9 9 7 20 3,4,8,9 

94 6 40 6 76 2 21 5,6 

102 5 45 2,7,8 96 1,6,10 68 1,10 

112 2,3,4,7,8,9 57 10 108 3,4,5,8,9 82 2,7 
        

27 2,7 37 1,4,10 6 1,5 19 6,10 

48 1,4,5,6 49 5,6 8 4,8,9 34 2,7,8 

50 3,8,9 85 3,7,8,9 52 2,7 59 3,5,9 

54 10 106 2 61 3 113 1,4 
    

77 6,10 
  

        

7 3,4,8,9 22 2,3,7,8 18 2,7 11 1,4 

75 10 30 6 55 1,5,6 42 6,10 

92 1,5,6 74 1,4,5,9 60 3,4,8,9 53 2,7,8 

100 2,7 86 10 103 10 79 3,5,9 
        

10 3,4,8,9 25 2 4 2,3,7,8 32 3,5,9 

12 1,5,6 33 10 47 1,4,9 41 6,10 

51 2,7 84 5,6 71 5,6 93 1,4 

95 10 111 3,7,8,9 98 10 109 2,7,8 
  

114 1,4 
    

        

2 1,6,10 13 1,4,5,6 3 4,8,9 39 1,5,6,10 

44 8 65 2,7 16 2,7 46 4,8,9 

58 3,4,5,9 67 3,8,9 90 3 83 3 

105 2,7 80 10 101 1,5,6,10 104 2,7 
        

1 10 31 6 5 6,10 36 1,6,10 

29 3,8 38 1,5 23 2,5 56 3,5,9 

78 1,4,5,6,9 70 10 73 1,4 66 2,7 

110 2,7 97 2,3,4,7,8,9 107 3,7,8,9 72 4,8 

 

6. Conclusion 

A distance restricted maximal covering model for the 

problem of pharmacies duty scheduling is provided in 

this study. The special case of the problem is the 

distance restriction that has to be considered between 

pharmacies on duty. For the classical MCLM, the 

demand point is assumed to be covered completely if 
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located within the critical distance of the facility and 

not covered at all outside of the critical distance. Most 

of the models in location science consider the distances 

between facility and the sites. Comparing with classical 

MCLM, the contribution to the model lies in the critical 

distance between the facilities taken into account in this 

study. We emphasized on this critical distance between 

pharmacies and fortunately this distance does not occur 

as an infeasibility for our case. The constraints for 

distances may result an infeasibility, because of the 

reason that the real system may not been established 

under this constraint at the beginning. The feasibility 

may not be reachable case to case depend on the given 

data. Therefore, the model proposed in this study need 

to be solved by heuristics or relaxation methods not by 

exact methods for some data related to large systems, if 

required. Thanks to the size of the problem and 

appropriate data in our case, the optimal duty schedules 

and assignments of demand points are obtained by 

using Lingo software. The results are found reasonable 

by the Chamber of Pharmacists based on its 

applicability, but they mentioned that the patients 

cannot be restricted to get medicine from an assigned 

pharmacy obtained by our results, as it is also obvious 

for us. On the other hand, the assignment of demand 

points to pharmacies allows to balance the demand over 

the facilities while scheduling the duties. For further 

studies, the suggested model could be extended to the 

whole city in the same case in order to compare the 

whole schedule in practice. Therefore, the performance 

of proposed model can be investigated up to a large 

number of sites and pharmacies. 
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 In brain computer interface (BCI) research, electroencephalography (EEG) is the 

most widely used method due to its noninvasiveness, high temporal resolution and 

portability. Most of the EEG-based BCI studies are aimed at developing 

methodologies for signal processing, feature extraction and classification. In this 

study, an experimental EEG study was carried out with six subjects performing 

imagery mental and motor tasks. We present a  multi-class EEG decoding with a 

novel pairwise output coding method of EEGs to improve the performance of self-

induced BCI systems. This method involves an augmented one-versus-one 

multiclass classification with less time and reduced number of electrodes. 

Furthermore, a train repetition number is introduced in the training step to optimize 

the data selection. The difference among right and left hemispheres is also 

searched. Finally, the difference between experienced and novice subjects is also 

observed.  

The experimental results have demonstrated that, the use of proposed classification 

algorithm produces high classification accuracies (98%) with nine channels. 

Reduced numbers of channels (four channels) have 100% accuracies for mental 

tasks and 87% accuracies for motor tasks with Support Vector Machines (SVM). 

The classification accuracies are quite high though the proposed one-versus-one 

technique worked well compared to the classical method. The results would be 

promising for a real-time study. 
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1. Introduction 

A brain-computer interface (BCI) is a communication 

system that translates the brain signals into commands 

for communication or for controlling external devices 

without requiring any peripheral muscular activity [1-

3]. Electroencephalogram (EEG) is the most efficient 

and widely used recording modality in BCIs due to its 

non-invasive measurement procedure, portability and 

reasonable cost [2]. Due to the large numbers of 

methodologies developed for signal processing, feature 

extraction and classification of EEG data, there are no 

gold standards on data processing and machine learning 

algorithms [4-6]. The output of a BCI contains the 

decoding of the intended task and then it is transferred 

to the related device. The discrimination of the tasks is 

done with a classifier. A number of linear and nonlinear 

classifiers have been studied for classification of EEG 

signals under different conditions like Linear 

Discriminant Analysis (LDA), Support Vector 

Machines (SVM), Neural Networks (NN) and its 

special implementations, Bayes Quadratic, Common 

Spatial Patterns (CSP), Hidden Markov Models and 

hybrid classifiers [6-10].  

It is concluded from the literature [2-4] that, the EEG 

data has a non-Gaussian nature and differs from person 

to person so the features and classifiers should adapt 

that changing character. Therefore, it is difficult to suit 

a single feature extraction or classification algorithm 

for the EEG signal. Many BCI methodologies are tried 

in the literature and the studies that rely on mental task 

or motor imagery discrimination are regarded as 

flexible methods [5,6]. The mental task based BCI 

studies enable independence to the user and to the 

system developer without the need for an extra monitor 

or a gaze tracker. Decoding mental tasks can be done 

with event related potentials (ERP), visually evoked 

http://www.ams.org/msc/msc2010.html
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potentials (VEP) and with EEG. ERPs and VEPs  

require additional interfaces, such as screens of 

alphanumeric characters or gaze tracking devices.  

The principal aim of this study is to introduce a multi-

class EEG decoding for BCIs, with a novel pairwise 

output coding method. For building binary classifiers, 

one-versus-all (OVA) or one-versus-one (OVO) 

classification techniques are generally used. The choice 

between the two methods is based on the computation 

time and data storage.  OVO seems faster and more 

memory efficient especially with LDA and SVM 

classifiers [11]. In the classical OVO scheme, a 

classifier is trained between each pair of classes and the 

final class of a test sample can be predicted by the max-

win voting strategy. Whereas ties can arise in the voting 

and that could affect the final prediction badly [11]. 

Different from the literature, a new modification is 

added to the validation step, in which a train repetition 

number is introduced, is implemented while 

determining the training data of the classifiers. The 

train data are randomly selected from the rest of the test 

set, and they are obtained with multiple training 

sessions. The final performance of the classifiers was 

compared with the classical OVO results showing a 

higher classification ability. 

  Moreover, this study introduces a new data set 

which was recorded during mental and motor task 

experiments at Mechanical Engineering Department of 

Karadeniz Technical University. Whereas most of the 

previous studies were generally conducted from 

common  two data source which are Keirn and Aunon’s 

five class mental task data [12] and and Schlögl and 

Pfurtscheller’s four class motor imagery data [7]. Huan 

and Palaniappan [13] designed a bi-state BCI for the 

five class mental task data given in [12], and they used 

three different feature extraction methods with NN-

classifiers. Flores and friends [14] also developed an 

architecture based on adaptive neuro-fuzzy inference 

systems through recurrent neural networks. They used 

five class mental task data in [12]. Solhjoo and friends 

[15] used the dataset in [7]. They studied the 

performance of Hidden Markov Models in 

classification. Tolić and Jović [16] classified the 

wavelet transformed EEG signals with Neural 

Network. They studied with the mental task data from 

[12] and imagined motor tasks [17]. Apart from their 

work, experimental paradigm enables a user centered 

flexible environment for performing real time BCI 

applications in the future.   

Furthermore, one more significant contribution of this 

study is the channel reduction to shorten the data 

processing time for online BCI applications.  

Depending on the demand from final-users of BCI 

applications, portable and easy-to-use devices are 

encouraged to be developed [4]. 

This paper is organized as follows. Section 2 gives a 

brief description of the recording procedure of the 

experimental design and the data used. Section 3 

presents the details of the feature extraction approach 

and Section 4 contains the improved one-versus-one 

classification mode for LDA and SVM classifiers. In 

Section 5, the multiclass classification performance of 

classifiers for six subjects is reported along with a 

discussion of the results. Finally, the concluding 

remarks are given in Section 6.  

2. Materials and methods 

2.1.Experimental setup and data description 

A 64 channel Biosemi ActiveTwo EEG system was 

used to record the EEG data. All experiments were 

carried out at the Mechanical Engineering Department 

of Karadeniz Technical University [18]. Apart from the 

literature, the recordings were all performed eyes 

closed which enables participants to concentrate 

thoroughly. Furthermore, eye blinks and eye 

movements produce a high amplitude signal called 

electrooculogram (EOG) that can be many times 

greater than the EEG signals which are regarded as 

artifacts [19,20]. For a good and accurate classification, 

the artifacts added to the EEG signal during the 

recording session must be removed from the signal 

itself.  One way of solving this problem is to reject the 

eye blinked segments or the whole trial of that signal. 

However this can also cause to miss the valuable part 

of the data and additionally this could not be efficient 

when there is limited data [21]. 

1) Participants:  The study was performed with 6 

healthy participants who were initially naïve to the use 

of an EEG and the tasks except Subject 1. The 5 men 

and 1 women, with a mean (standard deviation, SD) age 

of 30.5 (14.4), had no medical diseases and were all 

right-handed. Each volunteer participated in several 

sessions over a period of 2-3 weeks. All of the 

participants signed the informed consent form before 

the experiments. 

2) Procedure : The subjects were seated on a 

comfortable chair in a dim lighted, silent room during 

the recordings. Before each trial, they were informed 

about the type of the task (resting state, multiplication, 

right hand, etc.) by auditory cues. The sequence of 

mental and motor tasks was as follows: resting state, 

mental arithmetic, imagination of right hand 

movement, imagination of left hand movement, and 

imagination of letter ‘A’ (see Figure 1). Each trial 

lasted 10 seconds and the interval between consecutive 

tasks was about 3-4 seconds. The first 2 seconds in trial 

were the task preparation time for the subject. The 

experiments comprised of 5 experimental runs of 20 

trials each (100 trials per task in total). The details of 

each task are provided below: 

• Resting state (RS): The subjects were asked to sit 

and relax as much as possible without thinking 

anything.  

• Mental arithmetic task (MA): The subjects were 

given a two-digit multiplication problem to solve in 

mind without vocalizing or any movement (e.g. 24×76 
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=?). The problems were not repeated. After the trial, the 

subject verified whether he reached the solution or not.  

• Right hand imagination task (RH): The subjects 

were told to imagine right hand movement. 

• Left hand imagination task (LH): The subjects were 

required to imagine left hand movement.  

• Letter ‘A’ imagination task (LA): The subjects were 

told to imagine the letter ‘A’ in their mind.  

3) Recordings: EEG data were recorded from the 

subjects during the experiment, using a 64-Channel 

Biosemi ActiveTwo EEG system with Ag/AgCl 

electrodes  The international 10-20 electrode placement 

system was used. The grounding electrodes CMS and 

DRL were mounted on the back of the head. The EEG 

signals were sampled at 512 Hz. 

 4) Channel selection:  We selected 9 channels from 

four different brain regions and hemispheres, i.e. 

frontal (F3/4), central (C3/4), parietal (P3/4, Pz) and 

occipital (O1/2). Because, each region was constituted 

with an EEG pair where different EEG rhythms can 

distinguish patterns of neuronal activity associated with 

specific motor and cognitive processing functions. Any 

change in brain patterns could result from different 

forms of processing or computation in the brain and 

represent different rhythmic states [7,9-

11,13,16,21]. Hence, the alpha wave can be detected 

primarily from the occipital lobe (O1 and O2), but also 

from the parietal (P3 and P4) and frontal regions (F3 

and F4) of the cerebral cortex. The motor imagery of 

human right/ left hand is typically reflected in EEG 

spectra in the beta rhythm obtained from C3 and C4, 

and mental arithmetic is mostly reflected in frontal 

cortex at F3 and F4.  Feature extraction and 

classification were performed at each single channel. 

 

Figure 1. Order of the experiments 

 

2.2. Data preprocessing 

The raw data obtained from the Biosemi system is 

transferred to the Matlab environment. The raw data 

was normalized by Cz channel’s data by subtracting it 

from the remaining 63 channels. The data were visually 

inspected, the beginning two seconds part was excluded 

from the entire 10 seconds signal because of the rough 

changes at the beginning of the imagination task. Then, 

the rest 8 seconds signal is divided into two 4 seconds 

signal by making 200 trials for each task. At the final 

stage, totally 6000 data samples (200 data samples x 5 

tasks x 6 subjects) are collected to be analyzed. For 

online BCI studies, the user could be trained for some 

trials before the online application instead of excluding 

the data. The signal analyses are done on the data 

samples of 10 channels separately, (F3, F4, C3, C4, Cz, 

P3, P4, Pz, O1 and O2) which are given in Figure 2.  

Before the feature extraction step, the EEG signal was 

filtered using the 10th order 50Hz low-pass digital 

Butterworth filter. 

 

Figure 2. International 10-20 electrode placement system 

with the selected 10 channels in yellow 

 

2.3. Feature extraction  

Many feature extraction methods from basic [22] to 

highly complex ones [23-25] are proposed in BCI 

history. As the accuracy, ease of use, efficiency and 

speed are important parameters to consider [26], the 

feature extraction approach proposed in [27] is used in 

this study. This method relies on the band powers of 

EEG signal which is a common and powerful technique 

to distinguish different frequencies [28-30 ]. There, a 

stable pattern in the PSD was observed with different 

amplitudes for all subjects and for all tasks. This 

biologically phenomenon allows a classification 

between different mental tasks. Based on this biological 

phenomenon, we extracted three features from the 

alpha (8-13 Hz) and beta (13-30 Hz) bands of PSD by 

searching the local peak values in the alpha and beta 

bands separately.  The PSD based on Welch 

Periodogram: a hamming window of 1024 points was 

used with a 50% overlap between adjacent windowed 

sections was computed first. Then the first feature is 

selected as the highest PSD peak value in the alpha 

band (8-13 Hz), which is referred to as f1 in the Figure 

3. The second and third features are the arbitrary first 

and second highest PSD peak values in beta band (13-

30 Hz) , which are referred to as f2 and f3 in Figure 3. 



A pairwise output coding method for multi-class EEG classification of a self-induced BCI               219 

 
Figure 3.  Proposed feature extraction scheme. The curve 

indicates the PSD of EEG in alpha and beta bands. We select 

the highest PSD peak value in the alpha band and first two 

highest PSD peak values in the beta band as the features. 

3. Classification taxonomy 

Classification is the act of  assigning a predefined class 

to each instance. For this discrimination, we  used LDA 

and SVM classification methods because of their good 

performances[6,7]. Both of these classification 

methods were originally designed for binary 

classification, but in this study they are adapted for 

multi-class problems. The simplest form is to build 

independent binary problems and to predict the score 

according to each binary classifiers result. The structure 

of binary classifiers are build with one-versus-all 

(OVA), one-versus-one (OVO) or the error correcting 

code techniques which are commonly used. The 

decision between OVO and OVA totally depends on 

the data type. It is stated that OVO is faster and more 

memory efficient than the OVA [31]. Regarding with 

this truth, an extended approach of OVO technique 

which is tested with LDA and SVM is developed in this 

study.   

 

3.1.  LDA classifier 

LDA is an easily implemented, classical classification 

method. Hence, it is very popular and is often used as 

the baseline method for comparison with different 

classification methods. In this method, the data is 

projected onto a lower-dimensional vector space such 

that the ratio of the between-class distance to the 

within-class distance is maximized. Therefore, 

maximum discrimination is obtained. The optimal 

projection can be computed by applying the 

eigendecomposition on the scatter matrices. 

According to Fisher’s two class LDA, the multivariate 

observations x are transformed to univariate 

observations y such that the y’s derived from the two 

classes are separated as much as possible [8]. First of 

all, the feature vector x is mapped by the following 

linear transformation in (1): 

T
y=V x                                                                   (1)                                                                                                                                                                               

                                                                                                          

where V represents the projection matrix. It is 

determined by maximizing the ratio of between-class 

variance to within-class variance. The within-class 

variance matrix and between-class variance matrix are 

defined below with equations (2) and (3):
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where K is the number of classes, and µi  is the mean 

vector of the class i,  Li   is the number of samples 

within-class  i  and µ is the mean of the entire training 

sample set. The projection matrix V is calculated by 

eigenvectors of matrix 
1

W BS S
 . Once the 

transformation is done, the classification is then 

performed in the transformed space based on some 

distance metric, such as Euclidean distance given in (4);      

2

i i

i

( , ) (p -q )d p q                                           (4)                                                                                                   

The final class is attained  as 
arg min ( , )k kd zV V

, 

upon the arrival of the new instance z (a row vector). 

Here, k is the centroid of the k-th class.  

    

The extended OVO approach is built to apply this 

binary LDA method to multiclass classification. We 

implemented a computer program for LDA algorithm 

in MATLAB® for two-class and multi-class 

classification.  

 

The multi-class case consists of several two-class runs. 

In a classical OVO approach, K(K-1)/2 binary 

classifiers are built. A new example is tested according 

to the max-win voting strategy among the classifiers, 

and the class with the maximum number of votes is 

assigned. In some cases, ties can arise and the 

computation for that run is neglected. This is 

disadvantageous when there is limited data. Apart from 

the existing OVO approach, the proposed approach in 

this study uses K binary classifiers to classify the K 

class data. The data and the class labels are introduced 

as  
1

,
N

i i i
x y


  where ix R  are training samples with 

input vectors and  1, 1iy      are class labels. 

Different from the literature, by means of each 

electrode channel’s separate classification result, the 

final class label is attained. 

 

The extended OVO approach can be explained in 

following steps:  

We have five classes in this study. Each class contains 

200 data samples per subject and per electrode channel, 

in total 1000 data samples per subject. In theory, we 
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used 50% of the data for testing and 50% for training 

which means that the data of a subject is split equally 

as training and testing. This selection is made randomly 

by a two-fold cross validation in each run.  

Step 1: For each binary classifier, select 50 train data 

for all task pairs. A task pair contain 100 data. K=5 

binary classifiers are built as a module, for instance k1-

k1,k1-k2,k1-k3,k1-k4,k1-k5, as depicted in Figure 4. 

As the proposed method constructs K task pairs for K 

class data, we use ½ of the train data of each class.  

Label half of the train data as +1 and -1 in each 

classifier. As a result of this methodology, 50 train data 

of the same class will be labeled as +1 and another 50 

train data from the same class will be labeled as -1 (k1-

k1).  The rest of the pairs (k1-k2,k1-k3,k1-k4,k1-k5)  

are constructed such that 50 train data from one class 

will be labeled as +1 and another 50 train data from the 

other class will be labeled as -1.  

Step 2: Take another random 50 test data which are 

totally different from the train data, from any of the 

classes. As we don’t know the test class label, we will 

compare it with all the K classes. By considering k1-k1 

case, if it’s true class is k1, the greatest possible 

majority of a test sample will definitely be 50. The 50 

is not the final classification performance value, it is 

only a mathematical way for us to predict the class 

labels. Alike pair’s comparisons will be different from 

50. It is the key point which enables us to predict the 

test class label. The program is designed to compute all 

nine channels’ percentages separately. The highest 

classification performance results are observed on all of 

the nine channels. Then, the predicted class labels are 

attained by using max-win voting strategy among nine 

channels. The predicted class labels are displayed as 

P1, P2, P3, P4 and P5 in Figure 4. In Table 1, the K 

class module results that give way to decision on final 

class label is indicated. You will see from Table 1 that, 

the task pairs Task1- Task1, Task2-Task2, Task3-

Task3, Task4-Task4 and Task5-Task5 

have values around 50. The task pair results are 

independent from each other.   

 

Figure  4. Schematic explanation for extended OVO 

approach 

 

 

Step 3: Finally, the overall program is repeated 100 

times to obtain a mean value. 

 

3.2. SVM classifier 

SVM is a powerful classifier which has demonstrated 

its excellent generalization properties in various BCI 

applications [7,8,10].  The basic idea of SVM is finding 

the optimal separation hyperplane by maximizing the 

margin.  

The general SVM solution is obtained from the 

following optimization problem [32] given in (5): 
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n
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.  N is the number of training samples, w is the normal 

vector and b is the bias of the separation hyperplane. If 

( )x x  , then SVM is called linear, otherwise, if  x  

is mapped to a higher dimensional space, then it is 

called nonlinear SVM. In that case, the training data 

might not be separated without error, the slack variable 

0i    and c>0 have to be introduced. The output of 

a binary SVM classifier can be computed by the 

following expression in (6): 

1

( ( , ) )
N

i i i

i

y sign y k x x b


                             (6)                                                                                                              

where 0i   are Lagrangian multipliers obtained by 

solving a quadratic optimization problem, and 

( , )i jk x x  is called Kernel function. The most 

commonly used kernel function is the Gaussian RBF 

function which is also used in this study as in (7), 
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   is the user defined parameter which shows the 

kernel function’s width. 

MATLAB’s SVM package which is originally 

designed for binary classification is applied for 

multiclass classification according to the improved 

OVO approach that is used in LDA. 
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Table 1. Proposed final class label decision table 

 
Tasks Percentages % with Standard deviations ± 

Training 

set 
Test set F3 F4 C3 C4 P3 P4 Pz O1 O2 

Task1 

Task1 

50.28   

±9.62 

49.90 

±9.51 

 50.98 

±10.11 

50.98 

±8.81 

 50.80 

±14.63 

50.18 

±9.94 

 51.00 

±10.10 

49.50 

±9.29 

49.96 

±10.13 

Task2 
 2.64 

±1.86 

1.84 

±2.23 

 4.76 

±2.89 

7.78 

±2.82 

 4.48 

±2.99 

4.74 

±3.03 

 6.32 

±3.47 

5.64 

±3.28 

7.70 

±4.33 

Task3 
 9.62 

±4.14 

9.98 

±3.79 

 9.84 

±4.73 

8.60 

±3.28 

 11.66 

±4.79 

14.40 

±4.64 

 14.14 

±4.46 

20.40 

±6.72 

33.44 

±7.20 

Task4 
 10.96 

±4.41 

10.38 

±4.19 

13.74  

±4.95 

7.54 

±3.13 

 14.72 

±5.31 

14.54 

±4.87 

 17.14 

±5.49 

26.56 

±6.96 

34.98 

±8.14 

Task5 
 14.70 

±6.22 

15.88 

±6.18 

 20.04 

±6.23 

28.76 

±7.16 

 13.26 

±5.59 

16.22 

±5.21 

 16.62 

±4.43 

15.36 

±5.64 

21.44 

±6.50 

Task1 

Task2 

 3.82  

±2.77 

5.38 

±2.97 

6.44  

±3.44 

9.42 

±4.06 

 24.90 

±6.25 

10.32 

±3.72 

10.72  

±4.11 

20.16 

±4.84 

22.34 

±5.18 

Task2 
 49.74  

±9.17 

49.32 

±9.86 

 49.52 

±9.54 

50.70 

±10.11 

 48.08 

±15.84 

51.52 

±9.47 

 51.92 

±9.90 

50.26 

±9.77 

51.90 

±9.48 

Task3 
 23.50 

±5.70 

23.24 

±5.68 

 24.20 

±5.64 

48.20 

±8.29 

 33.60 

±7.72 

28.34 

±6.32 

 26.52 

±5.95 

29.38 

±6.48 

28.44 

±6.08 

Task4 
 21.82 

±5.15 

21.98 

±5.88 

 22.18 

±6.04 

43.96 

±8.28 

 31.06 

±7.53 

26.66 

±5.96 

 24.32 

±5.38 

25.20 

±6.50 

27.76 

±6.04 

Task5 
 16.86 

±5.68 

16.04 

±5.17 

 20.98 

±7.36 

23.28 

±6.66 

 33.32 

±6.22 

24.30 

±6.48 

 25.16 

±6.05 

33.54 

±7.37 

33.24 

±6.65 

Task1 

Task3 

 10.44 

±3.97 

9.66 

±4.24 

 8.50 

±3.48 

9.60 

±3.89 

 26.98 

±7.21 

13.74 

±5.54 

 12.70 

±4.39 

35.14 

±7.44 

31.08 

±7.72 

Task2 
 29.78 

±6.30 

30.24 

±6.59 

 32.84 

±6.23 

41.56 

±8.16 

 27.36 

±6.44 

27.96 

±6.36 

 26.00 

±5.99 

26.66 

±6.06 

21.76 

±6.85 

Task3 
49.76 

±10.57 

50.32 

±10.49 

 47.86 

±10.28 

51.50 

±9.41 

 49.86 

±14.44 

51.70 

±9.67 

 51.78 

±9.02 

51.00 

±9.70 

50.40 

±8.98 

Task4 
42.74   

±10.04 

40.68 

±9.16 

46.20  

±9.29 

38.72 

±8.65 

 47.38 

±13.53 

46.04 

±10.12 

 47.16 

±9.67 

47.86 

±8.53 

47.98 

±9.22 

Task5 
22.60   

±7.28 

24.78 

±7.16 

 25.94 

±6.88 

23.14 

±5.63 

 34.12 

±8.43 

26.12 

±8.35 

 29.08 

±8.35 

39.38 

±8.76 

36.86 

±7.37 

Task1 

Task4 

 13.86 

±4.79 

14.10 

±5.35 

 13.98 

±4.67 

11.08 

±4.56 

 32.64 

±7.46 

16.50 

±5.01 

 18.56 

±5.61 

42.34 

±8.72 

33.44 

±9.84 

Task2 
 25.04 

±6.33 

28.80 

±6.61 

 27.14 

±6.65 

46.30 

±8.04 

 22.54 

±6.85 

25.48 

±5.48 

 22.88 

±5.79 

21.16 

±5.67 

19.94 

±5.68 

Task3 
 50.28 

±8.67 

53.34 

±9.00 

 45.16 

±8.51 

47.88 

±7.28 

46.86 

±12.34 

51.70 

±9.84 

 51.38 

±10.15 

44.34 

±9.16 

48.98 

±11.67 

Task4 
 49.94 

±9.61 

51.24 

±10.49 

50.70  

±9.05 

49.94 

±9.89 

 52.26 

±16.25 

51.26 

±9.38 

 50.74 

±10.69 

50.30 

±10.43 

48.72 

±12.10 

Task5 
 29.04  

±7.12 

29.70 

±7.15 

 31.62 

±7.84 

25.64 

±6.51 

 34.72 

±7.66 

25.88 

±6.15 

 30.26 

±6.89 

33.42 

±7.23 

36.94 

±8.34 

Task1 

Task5 

 22.12 

±5.39 

23.88 

±5.85 

 23.48 

±6.54 

25.12 

±6.81 

31.96  

±6.84 

31.78 

±6.70 

 25.32 

±6.16 

31.20 

±6.57 

36.92 

±7.49 

Task2 
 22.72 

±6.25 

23.06 

±5.70 

 24.76 

±6.20 

19.42 

±6.05 

 33.02 

±6.57 

27.02 

±6.05 

 29.12 

±6.21 

31.52 

±6.50 

29.04 

±6.10 

Task3 
38.32   

±7.40 

36.56 

±6.81 

 27.98 

±6.68 

22.86 

±5.75 

 41.78 

±9.80 

30.44 

±5.98 

 30.26 

±7.17 

46.78 

±7.17 

44.16 

±8.06 

Task4 
 36.46  

±8.27 

33.70 

±6.93 

 28.62 

±6.41 

16.92 

±5.28 

 38.28 

±8.87 

27.56 

±6.41 

 29.14 

±6.99 

42.54 

±6.48 

39.46 

±8.64 

Task5 
50.54   

±9.17 

50.00 

±10.50 

 49.36 

±8.96 

49.10 

±8.97 

47.86  

±14.07 

50.80 

±8.36 

 48.48 

±9.15 

51.32 

±9.53 

51.08 

±10.24 

 

4. Results and discussion 

The classification performance of the proposed 

approach and the regular OVO with LDA and SVM 

were given in Table 2 for all six subjects and nine 

channels. The classification performance per mental 

and motor task is defined as the number of correct 

predictions in a run over the total number of data points 

in that run and expressed in % for 100 times trials. In 

the tables, a two group representation is performed. 
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First group represents the results of extended OVO 

approach and the next group shows the results of 

regular OVO approach. The leftmost column represents 

the subjects from one to six, the next column shows the 

classifiers, the following five columns represent the 

classification accuracies of five tasks and the last 

column represents the mean values of all tasks. All 

computations were done by using the same number of 

train and test data.  It is seen from Table 2 that, the data 

of Task1 is finely discriminated from the rest in all the 

subjects. The highest classification rates are 100 with 

SVM and 99.96 with LDA for Subject1. It is 99.90 for 

Subject 2 with SVM, 63.90 for Subject 3 with SVM, 

75.92  for Subject 4 with SVM, 83.44  for Subject 5 

with SVM and finally 79.39  for Subject 6 with LDA. 

Moreover, the classification performances of Task 2 

and Task 5 are fairly good for Subject 1 and Subject 2, 

and medially for the rest four subjects. The 

classification results of motor tasks, Task 3 and Task 4 

which are Imagination of Right Hand and Imagination 

of Left Hand, are lower than the mental task results. 

The highest rates are again observed with Subject 1 

which is 75.44 for Task 3 and 75.20 for Task 4 which 

are obtained with SVM. The highest mean values of 

subjects for different tasks with LDA are 79.34 and 

81.64 with SVM. The overall performances of all 

subjects show that the results are subject dependent. 

Hence, more trained subjects (Subject 1, familiar with 

EEG and BCI studies) produce a higher classification 

performance. To be able compare  the proposed 

extended OVO approach with the regular OVO 

approach, the classification accuracies of five tasks and 

the mean values of all tasks were also included in Table 

2. The maximum mean classification performances of 

subjects were achieved by Subject 2  as 69.36%  with 

LDA and  61.95 % with SVM which are very poor 

when compared with extended OVO results (81.38 % 

LDA and 89.98 % SVM). The mean classification 

results calculated due to six subjects and also for five 

tasks show that extended OVO approach performs 

better than the regular method which is the superiority 

of the proposed approach. The reason for this 

performance drop may be the occurrence of many ties 

at the max-win voting strategy during the final class 

decision of regular OVO approach.  It is clear in Table 

2 that the classification performance of Task 1 and Task 

2 data samples are very high for all six subjects with 

both methods. An important finding from Table 2 is 

that Task 3 and Task 4 (the motor imagery tasks) have 

very low performance results for both OVO approaches 

(54.83% mean with extended OVO and  58.37% mean  

with regular OVO). The computation times for both 

classifiers are given in Table 7. The proposed method 

has shorter computation times (0.9 seconds for LDA 

and 2.42 seconds for SVM) than the regular OVO 

approach (3.44 seconds with LDA and 4.21 seconds 

with SVM). 

Another point which is observed for this subject is 

reducing the number of electrodes from 9 to four 

depends on the cortex placements (Table 3). Four 

electrodes F3, F4, C3 and C4 are selected because they 

are at the frontal regions and sensorimotor area of the 

cortex and moreover they are more important for 

recognition of mental and motor tasks than the rest of 

the channels. The results of this study also supports this 

truth that during motor tasks while the classification 

accuracies with four channels (F3, F4, C3, C4) are 

higher, increasing the number of channels to nine does 

not increase the classification accuracy. So, it can be 

concluded that, the use of four channels (F3, F4, C3 and 

C4) data is enough also for the motor task 

classifications. 

In Tables 4-5, the classification results of each classifier 

for left (F3, C3, P3, O1) and right (F4, C4, P4, O2) 

hemisphere electrodes and the midline electrode (Pz) is 

given. The classification results of (F3 C3 P3 O1 Pz) 

are as follows: for Task 1 100 with LDA and 100 with 

SVM, for Task 2 95.10 with LDA and 100 with SVM, 

for Task 3 47.54 with LDA and 81.44 with SVM, and 

for Task 4 57.66 with LDA and 69.06 with SVM and 

finally for Task 5 90.64 with LDA and 99 with SVM. 

Whereas, the classification results at Table 4 are very 

close to the results of Table 5 which means that we 

cannot judge about hemispheric changes under these 

circumstances for this subject. However, during the 

imaginary tasks, the performance of the task results are 

much more dependent on how well the imagination 

performed. Both 5-electrode configurations had better 

classification results for right than for left arm 

movement imagination (see Tables 4-5), instead for 

having better results for the corresponding arm 

movement. A possible explanation for this fact could 

be that the dominant hand characteristics may affect the 

classification results. 

One important point of this study is to obtain an ideal 

training data without discarding noisy or bad data 

during the analysis. While working with an online BCI 

system, it would be difficult to discard the data. For this 

reason, a parameter called the train repetition number is 

introduced to select a fine train data set. The train data 

set is randomly selected for n times (n=1,…,5). The 

selection of train data set is different from cross-

validation. Here, the selection of a fine train data set is 

searched. First, the data is split to equal number of train 

and test sets. Then, by keeping the test set unchanged, 

train set is formed after n repetitions (n=1,…,5). As the 

n increases, the computation time increases which is 

not preferred for online applications. The effect of 

repetition number to the computation time for LDA and 

SVM classifiers is given in Table 6. It is obvious from 

the table that, the response time of  LDA is faster than 

the SVM’s and reducing the number of electrodes used 

from nine to four makes a 0.25 seconds time consuming  

with LDA, on the other hand, this is about 0.56 seconds 

with SVM. 
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Table 2. Multi-class classification results with standard deviations for 9 electrodes with extended OVO and regular OVO 

approaches. S:Subjects, C:Classifiers, M:Mean 

It was observed that, the classification performances of 

motor tasks are so low compared to the other tasks. 

Using several train repetition numbers also affects the 

classification accuracy of Right Hand Imagination task 

results which are displayed in Figure 5 and Figure 6. By 

considering Figure 6 and Table 6, the train repetition 

number three is suggested for optimum classification 

accuracy. As it is noticed in Figures 5-6, any increase 

in train repetition number also increases accuracy at 

15.2 in LDA and at 12.1 in SVM for right hand 

imagination task. 

The accuracy, sensitivity and specificity values for the 

classifiers are obtained for the two class case and the 

results of a binary SVM are given in Table 8. 

Sensitivity and specificity measures are used to 

measure the statistical performance of a binary 

classification test. Sensitivity is defined as the 

proportion of number of true positives to the total 

number of true positives and number of false negatives. 

On the other hand, specificity is defined as the ratio of 

number of true negatives over the total number of true 

negatives and false positives. The definition of 

sensitivity and specificity are given in Table 7. All 

calculations are performed by writing a MATLAB 

  Extended OVO                        Regular OVO 

S           C Task 1 Task 2 Task 3 Task 4 
Task 

5 

    M 

 
Task 1 Task 2 Task 3 Task 4 Task 5  

S1 

LDA 
99.96 

±0.19 

97.88 

±1.28 

48.90 

±4.14 

61.18 

±4.68 

90.66 

±3.16 
79.71 

94.00 

±0.10 

26.00 

±5.18 

56.00 

±6.16 

  48.00 

±3.98 

74.00 

±3.56 
59.20 

SVM 
100 

±0.00 

100 

±0.00 

75.44 

±5.03 

75.20 

±4.23 

99.28 

±0.75 
89.98 

93.00 

±2.00 

50.00 

±5.10 

38.00 

±7.03 

44.00 

±4.28 

72.00 

±5.75 
59. 40 

S2 

LDA 
95.88 

±2.19 

75.56 

±5.10 

55.00 

±4.72 

80.50 

±2.22 

100.00 

±0.00 
81.38 

91.08 

±0.19 

75.56 

±7.44 

45.50 

±3.76 

50.50 

±2.22 

83.50 

±4.00 
69.36 

SVM 
99.90 

±0.10 

53.30 

±3.90 

50.40 

±4.50 

65.76 

±3.88 

95.22 

±1.98 
72.91 

86.10 

±4.22 

73.30 

±4.20 

39.40 

±5.50 

30.76 

±3.12 

80.22 

±2.18 
61.95 

S3 

LDA 
60.90 

±6.88 

73.20 

±5.16 

50.00 

±6.28 

45.18 

±7.13 

64.20 

±5.98 
58.69 

59.90 

±3.48 

61.20 

±5.00 

30.40 

±6.28 

45.18 

±7.13 

64.20 

±5.98 
52.17 

SVM 
63.90 

±7.12 

91.96 

±1.24 

55.16 

±2.78 

65.00 

±4.44 

52.32 

±5.22 
65.66 

65.20 

±5.16 

81.16 

±4.08 

55.26 

±7.12 

50.10 

±4.66 

49.72 

±4.42 
60.28 

S4 

LDA 
65.00 

±2.78 

75.04 

±1.56 

45.44 

±5.82 

38.16 

±7.64 

75.48 

±3.32 
59.82 

55.04 

±8.18 

63.84 

±5.56 

40.32 

±4.20 

29.16 

±6.10 

55.14 

±4.03 
48.70 

SVM 
75.92 

±3.00 

78.20 

±4.28 

42.00 

±6.34 

45.00 

±5.28 

77.28 

±4.18 
63.68 

60.96 

±2.08 

68.20 

±2.98 

46.00 

±4.34 

55.00 

±3.70 

70.28 

±2.10 
60.08 

S5 

LDA 
71.00 

±3.66 

75.66 

±2.27 

39.30 

±5.76 

42.50 

±5.34 

69.72 

±4.12 
59.63 

64.00 

±3.66 

70.66 

±2.27 

40.30 

±5.76 

41.50 

±5.34 

63.72 

±4.12 
56.03 

SVM 
83.44 

±1.02 

71.56 

±2.98 

55.79 

±4.34 

57.95 

±4.72 

77.16 

±2.16 
69.18 

73.44 

±1.02 

70.06 

±2.98 

67.70 

±4.34 

53.90 

±4.72 

66.16 

±2.16 
66.25 

S6 

LDA 
79.39 

±2.06 

72.98 

±2.74 

54.90 

±5.70 

49.00 

±5.52 

76.00 

±4.54 
66.45 

55.39 

±4.08 

68.08 

±3.24 

53.90 

±4.10 

47.30 

±5.60 

60.50 

±3.98 
57.03 

SVM 
66.72 

±5.02 

78.44 

±2.72 

50.22 

±5.12 

41.34 

±4.86 

73.92 

±3.08 
62.12 

56.72 

±4.86 

70.34 

±4.12 

55.60 

±4.70 

51.34 

±3.86 

68.12 

±5.18 
60.42 

M 
LDA 78.68 78.91 48.92 52.75 79.34 67.72 69.29 60.89 44.40 43.60 66.84 57.19 

SVM 81.64 78.38 54.83 58.37 79.19 70.48 72.57 68.84 50.32 47.50 67.75 61.39 
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script.  Accuracy is used to see how well the result of a 

binary classifier correctly identified [33]. Hence, an 

accuracy of 100 means that the tested values are exactly 

the same as the true values. The results are obtained for 

each electrode channel separately. The overall 

accuracies of Task 1 are around 90. The overall 

sensitivity values are around 87 and the overall 

specificity values are around 92. These results also 

support the good classification ability of the proposed 

method and the classifiers. 

 

 
Table 3. Multi-class classification results of Subject 1 for 4 

channels, (F3 F4 C3 C4) 

 

 

 
Table 4. Multi-class classification results of Subject 1 for 5 

channels, (F3 C3 P3 O1 Pz) 

 

 

 
Table 5. Multi-class classification results of  Subject 1 for 5 

channels, (F4 C4 P4 O2 Pz) 

 

 

 

 

Table 6. Effect of repetition number to computation time. 

C:Classifiers, NE:Number of electrodes 

 

 

 

Figure 5. Change in classification accuracy for 

right hand imagination with LDA 

 

 

 

Figure 6. Change in classification accuracy for 

right hand imagination with SVM 

 

 

 

 

 

 

 

 

Classifier 
Test Data 

Mean 
Task 1 Task 2 Task 3 Task 4 Task 5 

LDA 

Accuracy  100 95.10 47.54 57.66 90.64 78.188 

Standard 

Deviation 
±0.00 ±1.76 ±4.95 ±4.15 ±2.72  

SVM 

Accuracy  100 100 81.44 69.06 99.00 89.900 

Standard 

Deviation 
±0.00 ±0.00 ±3.53 ±4.59 ±0.90  

Classifier 
Test Data      

Mean Task 1 Task 2  Task 3 Task 4 Task  5 

LDA 

Accuracy   99.96 89.58  46.48 54.80 89.36  76.036 

Standard 

Deviation 
 ±0.19 ±2.79  ±5.51 ±4.86 ±2.59  

SVM 

Accuracy   100  100  87.04 72.66 99.56  91.852 

Standard 

Deviation 
 ±0.00 ±0.00 ±3.55 ±4.31 ±0.61  

Classifier 
                            Test Data 

Mean 
Task 1 Task 2 Task 3 Task 4 Task 5 

LDA 

Accuracy  100 94.72 47.88 57.16 89.58 77.868 

Standard  

Deviation 
±0.00 ±2.63 ±4.73 ±5.26 ±2.19  

SVM 

Accuracy  100 99.96 79.70 69.74 98.92 89.664 

Standard 

 Deviation 
±0.00 ±0.19 ±4.02 ±3.50 ±0.89  

C NE 

Repetition Number  

1 2 3 4 5 Regul

ar 

OVO 

 Computation Time (seconds) 

LDA 
9 0.90  1.33  1.78  2.24  2.64  3.44 

4 0.65  0.85  1.03  1.23  1.43   

SVM 
9 2.42  4.18  5.54  7.21  8.85  4.21 

4 1.82  2.94 3.70  4.76  6.00   
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Table 7. Calculation of sensitivity and specificity 
 Disease present Disease absent 

Test 

Positive 

a (TP) b (FP) 

Test 

Negative 

c (FN) d (TN) 

 Sensitivity Specificity 

 a/(a+c) d / (b+d) 

TP:True Positive, FP:False Positive, FN:False Negative, 

TN:True Negative 

 

5. Conclusion 

The main research finding of this study is proposing 

an alternative solution step that brings about an 

extended approach for one-versus-one classification of 

data. With this method, the computation time and the 

data storage are lessened. One other finding is the 

necessity of certain electrode channels required for BCI 

systems. For mobile BCI systems, reduced number of 

all technical equipment including electrode channels 

are preferred. Therefore, in this study, a four channel 

system provides results that are on par with more 

channels which is a success.  We obtained better 

classification performance with SVM; on the other 

hand less computation time with LDA which is a fact. 

A thorough comparison between mental and motor 

tasks and between right and left hemispheres were 

searched. For homogenous seperation of train data, a 

repetition number is introduced. Moreover, the 

difference between the experinced and novice subjects 

were searched and it is concluded that the a short 

training period for subjects before the online 

applications will improve the overall performance.  

It is also observed that, selecting the proper electrode 

channel is an important task. In this study, it is 

concluded that, the use of frontal and central lobe 

electrodes would be enough to distinguish some basic 

tasks especially mental and motor tasks separately with 

the proposed features and classifiers.  

The main contribution of this paper is its original 

extended OVO output coding methodology which can 

be used instead of regular OVO algorithm during the 

multiclass classification scenarios. An extra 

contribution is the use of less channel data that reduces 

the processing time and producing a quick response.  

 

 

 

 
Table 8. Accuracy, Sensitivity and Specificity values for a two-class SVM 

 

Tasks  Channels Percentages % 

Training  

set 

Test 

set 
F3 F4 C3 C4 P3 P4 Pz O1 O2 

Task 1 

Task 2 

T
a

sk
 1

 

 

Accuracy 
96.80 

±1.66 

96.76 

± 1.54 

94.17 

± 1.95 

92.69 

± 2.42 

84.93 

± 3.14 

92.44 

± 2.08 

91.71 

± 2.17 

86.82 

± 2.51 

84.31 

± 2.96 

Sensitivity 
96.27 

±2.65 

95.11 

± 2.73 

93.80 

± 2.74 

91.39 

± 3.84 

78.60 

± 3.98 

90.38 

± 3.15 

89.75 

± 2.95 

82.00 

± 3.41 

80.21 

± 3.90 

Specificity 
97.47 

±1.94 

98.66 

± 1.55 

94.71 

± 2.78 

94.39 

± 3.08 

95.46 

± 3.08 

94.95 

± 2.68 

94.09 

± 3.04 

93.77 

± 3.32 

90.31 

± 4.28 

Task 1 

Task 3 

Accuracy 
90.40 

±2.42 

90.80 

± 2.57 

90.28 

± 2.56 

91.55 

± 2.24 

81.57 

± 2.94 

86.37 

± 2.66 

87.33 

± 3.03 

71.80 

± 3.32 

67.54 

± 3.63 

Sensitivity 
88.96 

±3.79 

89.83 

± 3.73 

90.66 

± 4.02 

90.02 

± 3.53 

77.89 

± 3.96 

86.16 

± 4.25 

86.99 

± 4.24 

69.24 

±4.09  

68.52 

± 4.86 

Specificity 
92.32 

±3.30 

92.09 

± 3.05 

90.42 

± 4.23 

93.54 

± 3.20 

87.14 

± 4.50 

87.06 

± 3.59 

88.13 

± 4.16 

76.25 

± 5.11 

67.26 

± 4.02 

Task 1 

Task 4 

Accuracy 
89.21 

±2.76 

89.20 

± 2.71 

86.92 

± 3.16 

91.83 

± 2.65 

77.52 

±3.73  

85.61 

± 3.16 

83.84 

± 2.83 

65.93 

± 3.87 

66.38 

± 3.51 

Sensitivity 
87.37 

±3.84 

86.77 

±3.89  

86.64 

± 4.07 

89.21 

± 4.00 

73.51 

± 4.29 

84.25 

± 4.12 

82.90 

± 4.05 

63.81 

± 3.90 

67.48 

± 4.53 

Specificity 
91.71 

±4.14 

92.36 

± 3.60 

87.60 

± 4.22 

65.16 

± 2.95 

84.07 

± 5.14 

87.53 

± 4.21 

85.37 

± 4.00 

69.91 

± 6.03 

65.91 

± 3.80 

Task 1 

Task 5 

Accuracy 
81.43 

±3.33 

80.65 

± 3.09 

77.74 

± 3.24 

73.46 

± 3.84 

76.67 

± 3.65 

76.02 

± 3.15 

79.58 

± 3.69 

75.82 

± 3.46 

69.55 

± 3.76 

Sensitivity 
78.87 

±4.43 

77.91 

± 4.35 

77.13 

± 4.84 

73.84 

± 4.88 

72.23 

± 4.37 

71.92 

± 3.74 

76.20 

± 4.47 

72.32 

± 3.78 

67.41 

± 4.10 

Specificity 
85.24 

±4.62 

84.70 

± 4.22 

79.23 

± 4.53 

73.76 

± 4.76 

84.47 

± 4.86 

83.08 

± 5.13 

84.78 

± 5.07 

81.55 

± 5.40 

73.28 

± 5.40 
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Finally, the study imparts that multiclass SVM using 

extended technique and combined with the proposed 

feature extraction algorithm can be used for 

classification of motor task EEG signals for various 

applications when verified with more subjects.  

For further study, the current results obtained from this 

study would be supported with different BCI data sets.  
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This paper focuses on the approximate solutions of the higher order fractional
differential equations with multi terms by the help of Hermite Collocation
method (HCM). This new method is an adaptation of Taylor’s collocation
method in terms of truncated Hermite Series. With this method, the differen-
tial equation is transformed into an algebraic equation and the unknowns of
the equation are the coefficients of the Hermite series solution of the problem.
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1. Introduction

In many branches of science, mathematical mod-
els of physical processes require differential equa-
tions and nowadays, it is verified that some of
these models can be better defined by fractional
order equations due to the material and heredi-
tary properties. Consequently, too many applica-
tions of the fractional order differential equations
exist (see [1–5]). Unfortunately, model equations
are usually in complex nature and involves non-
linear terms, therefore, analytical solutions can
not easily be obtained. As a result, we still need
more powerful numerical or approximate meth-
ods. Nowadays, many researchers are studying
on numerical or approximate solutions of the frac-
tional order equations and some new techniques
have been introduced or adopted with the existent
ones for ordinary case. For instance, finite differ-
ence [6–10], fractional linear multistep methods
[11–13], Adomian decomposition [14–16], varia-
tional iteration method [16–18], differential trans-
form or Taylor collocation method [19, 20] and
spectral method [21–24] can be cited here. For

some classes of fractional differential equations,
Kumar and Agarwal mentioned about polynomial
approximation methods and detailed information
can be found in [25–27]. There are also some
other studies which worth to cite here [28–30].
These are some valuable studies on fractional par-
tial differential equations. In the recent years,
many works have also been published on solv-
ing fractional differential equations but most of
them have been concerned with a single term and
the order is less than one. However, here, we
adopt the Hermite Collocation method (HCM)
for obtaining solutions to higher order multi-term
fractional differential equations with variable co-
efficients. This technique evaluates an analyt-
ical solution in the form of a truncated Her-
mite series with unknown coefficients. In many
physical problems, orthogonal functions or poly-
nomials are used as a basis for obtaining solu-
tions to the problems. On the other hand, the
orthogonal Hermite polynomials are extensively

*Corresponding Author
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used in some problems of hydrodynamics and me-
teorology [31]. The present method uses Her-
mite polynomials smilar to the Taylor colloca-
tion method and so is called Hermite Collocation
Method which was first developed for higher-order
linear Fredholm integro differential equation [32].
Using this method has advantages on some par-
tical types of physical processes as we mentioned
above.

The second section of this study involves prelimi-
nary definitions and related theorems of the frac-
tional calculus. In section 3, we recall the funda-
mental properties of the Hermite series and mak-
ing adaptation of the method to the fractional
order equation. Section 4 deals with the error
bounds for the calculations and the section 5 in-
volves some illustrative examples. Finally, we
conclude the research with some highlights.

2. Preliminary information and

notations

We start with the definition of Caputo derivative
which was first introduced by Caputo ( [33]). This

derivative is preferred by many researches to make
it easier to incorporate the initial and bound-
ary conditions to the problem. Therefore, all the
derivatives will be defined as Caputo derivatives
throughout this study.

Definition 1. [1] Let f ∈ ACn[a, b] then, the
Caputo fractional derivative of a function f of or-
der α > 0 is defined by

(CDα
a f)(x) =

1

Γ(n− α)

∫ x

a

(x− t)n−α−1(
d

dt
)nf(t)dt,

(1)

where Γ is the gamma function and n− 1 < α <
n, n ∈ N .

Additionally, we can state the Caputo fractional
derivative of a power function as follows. Let
α ≥ 0, and f(x) = (x − c)β for some β ≥ 0.
Letting c is any number, then

CDα
a f(x) =







0, if β ∈ {0, 1, 2, ..., n− 1} and β < n,

Γ(β+1)
Γ(β+1−α)

(x− c)β−α,
β ∈ N and β ≥ n or,
β /∈ N and β. > n− 1

(2)

Some properties of the Caputo derivative can be
given as follows:

Lemma 1. [1] Let α > 0 and let y ∈ L∞(a, b) or
C([a, b]). Then, (CDα

a I
αy)(x) = y(x), where Iα

defines the integral operator.

Lemma 2. [1] Let α > 0 and n = [α] + 1 where
[α] is the integer part of α. If y ∈ ACn([a, b]) or
y ∈ Cn([a, b]), then

(IαCDα
a y)(x) = y(x)−

∑n−1
k=0

y(k)(a)
k! (x− a)k.

Theorem 1. [34] For every α, β ∈ R+ the fol-
lowing relation holds,

CDαC
a Dβ

af(x) =
C Dα+β

a f(x).

3. Hermite-collocation method for

fractional order differential

equations

This section deals with the establishment of the
theory of HCM for solving following multi-term
fractional differential equations with variable co-
efficients,

m∑

k=0

Pk(x)
CDkα

a y(x) = g(x), (3)

where a ≤ x ≤ b, n − 1 < mα < n (0 < α < 1),
n > 1, nǫN , Pk(x) and g(x) continuous on a ≤
x ≤ b. Initial conditions are:

CDjy(a) = λj , j = 0, 1, 2, ...,mα− 1. (4)

In Eqs.(3)-(4), Dα
a or, for convenience Dα defines

the Caputo derivative of order α and ,mα − 1 is
an integer number. We approximate the solution
of the form as the following truncated Hermite
series,

y(x) =

N∑

k=0

akHk(x
α), (5)

where ak are unknown Hermite coefficients and
N ∈ N+ which satisfies N ≥ mα. To obtain the
solution of Eq.(3) of the form Eq.(5), we first de-
fine the collocation points as xi = a + ( b−a

N )i (
i = 0, 1, 2, ...N, and x0 = a, xN = b). Now, letting
that H(xα) = [H0(x

α) H1(x
α) H2(x

α)...HN (xα)]
, A = [a0 a1 a2...aN ]T then, Eq.(5) is written in
matrix form as follow:

[y(x)] = H(xα)A. (6)
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Eventually, at collocation points, Eq.(6) is shown
by [y(xi)] = H(xαi )A.

3.1. Fractional hermite collocation

method

The Hermite polynomials of degree n are gener-
ated by the very well known formula,

Hn(x) =
[|n2 |]∑

n=0
(−1)m n!

(n−2m)!m!x
n−2m −∞ < x <

∞ , n = 0, 1, 2..., N .
Now we can define them in matrix notation (see
[32])as below. If N is an odd number, then the
matrix notation of Hermite polynomials is writ-
ten as










H0(x
α)

H1(x
α)

...
HN−1(x

α)
HN (xα)










︸ ︷︷ ︸

HT (xα)

=















20 0 . . . 0 0

0 21 . . . 0 0
...

...
...

...
...

(−1)(
N−5

2
) 2

0

0!

(N − 1)!
(
N−1

2

)
!

0 . . . 2N−1 0

0 (−1)(
N−1

2
) 2

1

1!

N !
(
N−1

2

)
!

. . . 0 2N















︸ ︷︷ ︸

F










1
x
α

...

x
α(N−1)

x
αN










︸ ︷︷ ︸

XT (xα)

, (7)

if N is even then it follows,










H0(x
α)

H1(x
α)

...
HN−1(x

α)
HN (xα)










︸ ︷︷ ︸

HT (xα)

=















20 0 . . . 0 0
0 21 . . . 0 0
...

...
...

...
...

0 (−1)(
N−2

2 ) 2
1

1!

(N − 1)!
(
N−2
2

)
!

. . . 2N−1 0

(−1)(
N−4

2 ) 2
0

0!

N !
(
N
2

)
!

0 . . . 0 2N















︸ ︷︷ ︸

F










1
xα

...

xα(N−1)

xαN










︸ ︷︷ ︸

XT (xα)

.

(8)

Consequently, we can write the above matrices
shortly,

HT (xα) = FXT (xα),

or
H(xα) = X(xα)F T . (9)

More generally, if we show that

X(xα) =
[

(x− c)0(x− c)1α · · · (x− c)(N−1)α(x− c)Nα

]

,

then, the substitution of Eq.(9) into Eq.(6) yields,

y(x) = X(xα)F TA. (10)

3.2. Caputo derivatives of operational

matrix

Now, we need to determine any kα th order Ca-
puto fractional derivatives of Eq.(10) by the fol-
lowing procedure,

CDkαy(x) =C DkαX(xα)F TA. (11)

CDkαX(xα) = [CDkα(x− c)0 CDkα(x− c)1α

· · ·C Dkα(x− c)(N−1)α CDkα(x− c)Nα]
(12)












CDα(x− c)0
CDα(x− c)1α
CDα(x− c)2α

...
CDα(x− c)(N−1)α

CDα(x− c)Nα












︸ ︷︷ ︸
CDkαXT (xα)

=











0 0 0 · · · 0 0 0
Γ(α+ 1) 0 0 · · · 0 0 0

0 Γ(2α+1)
Γ(α+1) 0 · · · 0 0 0

...
...

...
. . .

...
...

...

0 0 0 · · · 0 Γ(Nα+1)
Γ((N−1)α+1) 0











︸ ︷︷ ︸

B












(x− c)0

(x− c)1α

(x− c)2α

...

(x− c)(N−1)α

(x− c)Nα












︸ ︷︷ ︸

XT (xα)
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Consequently, one can write that CDαX(xα) =
X(xα)BT and the following theorem holds.

Theorem 2. Let X(xα) be the Hermite polyno-
mial vector, for any α > 0 , then we have,

CDkαy(x) = X(xα)(BT )kF TA,

Proof. By the help of Theorem 1, the successive
α th order Caputo fractional derivatives of X(xα)
become,

CDαCDαX(xα) = CDαX(xα)
︸ ︷︷ ︸

X(xα)BT

BT ,

CD2αX(xα) = X(xα)(BT )2,
...,

CDkαX(xα) = X(xα)(BT )k.

(13)

Hence, substitution of Eq.(13) into Eq.(11) gives,

CDkαy(x) = X(xα)(BT )kF TA. (14)

Eq.(14), is also shown by the following formula at
collocation points x = xi as,

CDkαy(xi) = X(xαi )(B
T )kF TA. (15)

Now, let recall the differential equation redefined
at collocation points as same as below,

m∑

k=0

Pk(xi)
CDkαy(xi) = g(xi), i = 0, 1, 2, . . . , N,

(16)

therefore, Eq.(16) is written in the following ma-
trix form:








Pk(x0) 0 · · · 0
0 Pk(x1) · · · 0
...

...
. . .

...
0 0 · · · Pk(xN )








︸ ︷︷ ︸

Pk

×








CDkαy(x0)
CDkαy(x1)

...
CDkαy(xN )








︸ ︷︷ ︸

Y kα

=








g(x0)
g(x1)

...
g(xN )








︸ ︷︷ ︸

G

.

In the compact form, Eq.(16) can be given as,

m∑

k=0

PkY
kα = G. (17)

On the other hand, we have by Eq.(15),








CDkαy(x0)
CDkαy(x1)

...
CDkαy(xN )








︸ ︷︷ ︸

Y kα

=








X(xα0 )
X(xα1 )

...
X(xαN )








︸ ︷︷ ︸

Xα

[
(BT )kF TA

]
,

where the matrix Xα is equivalent to

Xα =







X(xα
0 )

X(xα
1 )

...
X(xα

N )







︸ ︷︷ ︸

Xα

=








1 (x0 − c)1α · · · (x0 − c)(N−1)α (x0 − c)Nα

1 (x1 − c)1α · · · (x1 − c)(N−1)α (x1 − c)Nα

...
...

. . .
...

...
1 (xN − c)1α · · · (xN − c)(N−1)α (xN − c)Nα







.

Hence, we can rewrite Eq.(15) as follows,

Y kα = Xα(BT )kF TA. (18)

Finally, the substitution Eq.(18) into Eq. (17)
gives the fundamental matrix equation such as

m∑

k=0

PkX
α(BT )kF TA = G. (19)

Moreover, denoting

W =

m∑

k=0

Pk(x)X
α(BT )kF T ,

where W = [wij ] ( i, j = 0, 1, 2, . . . N ), then, Eq.
(19) is shown by,

W.A = G. (20)

Now, Eq. (20) generates an algebraic system
which consists of (N+1) rows and (N+1) columns.
Then, the augmented matrix of the system is writ-
ten by,
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[W ;G] =










w00 w01 · · · w0N ; g(x0)
w10 w11 · · · w1N ; g(x1)
...

...
...

... ;
...

w(N−1)0 w(N−1)1 · · · w(N−1)N ; g(xN−1)
wN0 wN1 · · · wNN ; g(xN )










(21)

This method can be modified to handle the initial
conditions defined at particular point a. There-
fore, we recall the initial Eq. (4),

CDjy(a) = λj , j = 0, 1, 2, . . .mα− 1.

Hence, substitution of these conditions into
Eq.(15) yields,

Xα(a)(BT )jF TA = λj . (22)

Therefore, defining Uj as,

Uj = Xα(a)(BT )jF T = [ uj0 uj1 uj2 · · · ujN ]

then, Eq.(22) can be shown by

UjA = λj , (23)

and corresponding augmented matrix is written
of the form,

[Uj ;λj ] , j = 0, 1, 2, . . . ,mα− 1,

and denoted by

[Uj ;λj ] =








u00 u01 · · · u0N ; λ0

u10 u01 · · · u1N ; λ1
...

...
...

... ;
...

u(mα−1)0 u(mα−1)1 · · · u(mα−1)N ; λmα−1







.

(24)

Now, if the mαth row of the the augmented ma-
trix Eq.(21 )of the system is replaced by the aug-
mented matrix of initial conditions Eq.(24), then
one can write the following matrix form,

[
∼

W ;
∼

G
]

=


















w00 w01 · · · w0N ; g(x0)
w10 w01 · · · w1N ; g(x1)
...

...
...

... ;
...

w(N−1−mα)0 w(N−1−mα)1 · · · w(N−1−mα)N ; g(xN−1−mα)
w(N−mα)0 w(N−mα)1 · · · w(N−mα)N ; g(xN−mα)

u00 u01 · · · u0N ; λ0

u10 u11 · · · u1N ; λ1
...

...
...

... ;
...

u(mα−1)0 u(mα−1)1 · · · u(mα−1)N ; λmα−1


















Hence, the system of algebraic equations are
shown by the following notation,

∼

WA =
∼

G. (25)

�

Remark 1. Now, let us consider the system
∼

WA =
∼

G.

If rank
∼

W = rank [
∼

W,
∼

G] = N+1, (i.e det(
∼

W ) 6=
0 ) then we can write

A = (
∼

W )−1
∼

G. (26)

Consequently, the Hermite coefficients ak (k =
0, 1, 2, ..., N) can be uniquely determined by
Eq.(25). As a result, the truncated Hermite series
is written as follows,

y(x) =
N∑

k=0

akHk(x
α). (27)

4. Error bounds

Eq.(27) is the approximate solution to Eq.(3) with
the initial conditions, Eq.(4). Therefore, substi-
tution the truncated Hermite series into the prob-
lem, we obtain the residuals;

∣
∣
∣
∣
∣

m∑

k=0

Pk(xi)
CDkαy(xi)− g(xi)

∣
∣
∣
∣
∣

at x = xi (−∞ < a ≤ x ≤ b < ∞), i =
0, 1, 2, . . . , N . Then, we call the error function
as E(xi) and this function should be less than
ǫ, which is a positive number and can arbitrarily
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be chosen as 10−kiα. As a result, error function
becomes, E(xi) ≤ 10−kiα where ki > 0 is any
constant. If the max(10−kiα) = 10−kα is desired
accuracy then, the truncation limit N is incerased
untill E(xi) approaches zero. Besides, the global
error function is defined as follows,

EN (x) =

m∑

k=0

Pk(x)
CDkαy(x)− g(x).

Consequently, the global error, EN (x) → 0 when
N is sufficiently large.

5. Illustrative examples

The method which was mentioned so far has been
used to solve multi term fractional order differ-
ential equations. To show the accuracy of the
method, the following examples have been solved.
All the numerical calculations have been per-
formed by using Matlab v7.5. and the results
have been given by Figure 1 for different val-
ues of α. The comparisons between exact and
Hermite polynomial solution approximation have
been made and shown by Table 1.

Example 1. First we consider Bagley-Torvik
equation [35];

D2y(x) +D3/2y(x) + y(x) = x+ 1, (28)

where α = 1/2,m = 4 and g(x) = x + 1. To find
HCM solution of the problem here, for conveni-
ance, we choose N = 2. Because the analytical
solution of the problem for α = 1 is easily ob-
tainable. Therefore, we only concentrate on the
different values of α. Hence,the approximate so-
lution can be written by the following truncated
Hermite series:

y(x) =
2∑

n=0

anHn(x
α). (29)

The coefficients of the differential equation are
P0(x) = P3(x) = P4(x) = 1, P1(x) = P2(x) = 0
Since N = 2 then, collocation points are taken as
{x0 = 0, x1 = 1/2, x2 = 1}. From the fundamental
matrix equation Eq.(19),one can write that

{P0X + P3X(BT )3 + P4X(BT )4}F TA = G.

After evaluating the matrices B and F and sub-
stituting them into the above equation, then, the
augmented matrix is obtained as follows,

W.A = G ⇒ [W ;G] =





1 0 −2 ; 1
1 1.4 0 ; 1.5
1 2 2 ; 2





Since det(W ) 6= 0, finding the solution of the sys-
tem defines the coefficients of the truncated series
as





a0
a1
a2



 =





1.5
0

0.25





Finally, substituting these coefficients into
Eq.(29),

y(x) = a0H0(x
α) + a1H1(x

α) + a2H2(x
α)

then, we obtain Hermite polynomial solution of
the problem as

y(x) =
3

2
+

1

4
(4xα − 2).

From here, if we substitute α = 1 in y(x) then,
we obtain y(x) = x+1. This is the exact solution
of the problem for integer order case.

Figure 1. The solution curves of Ex-
ample 1 for different values of α. The
α values change from 0.5 to 1.

Example 2. Next we consider an initial value
problem which is studied in [36] where 0 ≤ x ≤ 1
and α ∈ (0, 1), β ≤ 0. Therefore, we can write the
equation as:
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Dαy(x) = βy(x) + g(x). (30)

We assume that β = −1 and g(x) = x2 + 2x2−α

Γ(3−α)

defined on [0,1] and the initial condition is y(0) =
0. If we apply the HCM for α = 1

2 and N = 4,
it is obvious that m is 2 and P0(x) = P1(x) =

1, P2(x) = 0. Therefore, we can write the follow-
ing fundamental matrix of Eq.(30) as,

{
P0X + P1XBT + P2X(BT )2

}
F TA = G.

Therefore, we can easily establish the system
WA = G and constitute [W ;G] matrix as,

[W ;G] =









1.0000 1.7725 −2.0000 −10.6347 12.0000 ; 0.0000
1.0000 2.7725 1.2568 −12.9760 −23.0721 ; 0.2506
1.0000 3.1867 3.1915 −10.9742 −37.7877 ; 0.7818
1.0000 3.5045 4.9088 −7.8548 −46.2706 ; 1.5397
1.0000 3.7725 6.5135 −4.0000 −50.0901 ; 0.0000









.

On the other hand, the augmented matrix, which
corresponds to initial condition, is obtained by
substitution the row,

y(0) = X(0)F TA = λ0 = 0,

or

y(0) =
[
1 0 0 0 0

]
F TA = 0.

Finally, we find that [U0;λ0] =
[
1 0 −2 0 12 ; 0

]
. Therefore, the aug-

mented matrix of the system,
∼

WA =
∼

G, is ob-
tained from Eq.(25) as follows,

[
∼

W ;
∼

G
]

=









1.0000 1.7725 −2.0000 −10.6347 12.0000 ; 0.0000
1.0000 2.7725 1.2568 −12.9760 −23.0721 ; 0.2506
1.0000 3.1867 3.1915 −10.9742 −37.7877 ; 0.7818
1.0000 3.5045 4.9088 −7.8548 −46.2706 ; 1.5397
1.0000 0.0000 −2.0000 0.0000 12.0000 ; 0.0000









Consequently, solution of the above system gives
the approximate solution of the problem as,

y(x) = 0, 986076x10−31x1/2+0, 104468x10−13x3/2+x2.

We note here that our solution is very close to
the exact solution, y(x) = x2, since the first two
terms vanishes (see Figure 2).

As a result of all these, the HCM solution is very
good approximation to the problem even for small
N . Table 1 lists both the exact solution and er-
ror function at particular x, corresponding to the
Example.

Table 1. The exact solution of Example 2 and error function E(xi) for HCM solution.

x values Exact Solution E(xi) For HCM solution, N = 4
0.0 0.0000 9.0206e-17
0.2 4.0000e-2 9.0206e-17
0.4 1.6000e-1 2.7756e-16
0.6 3.6000e-1 4.9960e-16
0.8 6.4000e-1 7.7716e-16
1.0 1.0000 1.1102e-15

In Figure 2, both the analytical and the HCM so-
lutions (for N = 2 and N = 4) are given. It is
clear that the series (for N = 4) and the analyti-
cal solution are identical.
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.2

0.4

0.6

0.8

1

1.2

exact solution

for N=2 numerical solution

for N=4 numerical solution

Figure 2. Comparison of Analytical
solution and HCM solution for Exam-
ple 2.

6. Conclusion

The objective of this study is to apply the HCM
method for solving higher order multi-term frac-
tional order differential equations. The motiva-
tion of this work is that obtaining considerable
simplifications in the solutions of the multi-term
fractional order differential equations by using
HCM, since the analytical solutions of such equa-
tions cannot easily be obtained. By using any
symbolic toolbox of Matlab programme, the Her-
mite polynomial coefficients of the solution can be
obtained easily. Illustrated examples determine
the reliability of the algorithm and give chance to
apply the method for wider classes of equations.
As a further work, the method will be considered
for solving nonlinear fractional order differential
equations.

References

[1] Kilbas, A.A., Sirvastava, H.M., Trujillo, J.J. (2006).
Theory and Application of Fractional Differential

Equations. North-Holland Mathematics Studies. Vol
204, Amsterdam.

[2] Mainardi, F., Luchko, Yu., Pagnini, G. (2001). The
fundamental Solution of the Space-Time Fractional
Diffusion Equation. Frac. Calc. Appl. Anal., 4(2), 153-
152.

[3] Ross, B. (1975). Fractional Calculus and its Ap-

plications. Lecture Notes in Mathematics. Vol. 457,
Springer Verlag.

[4] Stanislavsky, A.A. (2004) Fractional Oscillator. Phys.
Rev. E., 70(5).

[5] Trujillo, J.J. (1999). On a Riemann-Liouville Gener-
alised Taylor’s Formula. J. Math. Anal. Appl., 231,
255-265.

[6] Podlubny, I. (1999). Fractional Differential Equations.
Academic Press, New York.

[7] Ciesielski, M., Leszcynski, J. (2003). Numerical sim-
ulations of anomalous diffusion. Computer Methods
Mech. Conference, Gliwice Wisla Poland.

[8] Yuste, S.B. (2006). Weighted average finite difference
methods for fractional diffusion equations. J. Comput.

Phys., 1, 264-274.
[9] Odibat, Z.M. (2006). Approximations of fractional in-

tegrals and Caputo derivatives. Appl. Math. Comput.,
527-533.

[10] Odibat, Z.M. (2009). Computational algorithms for
computing the fractional derivatives of functions.
Math. Comput. Simul., 79(7), 2013-2020.

[11] Ford, N.J., Connolly, A.Joseph. (2009). Systems-
based decomposition schemes for the approximate so-
lution of multi-term fractional differential equations.
J. Comput. Appl. Math., 229, 382-391.

[12] Ford, N.J. (2001). Simpson, A. Charles, The numer-
ical solution of fractional differential equations:speed
versus accuracy. Numer. Alg., 26, 333-346.

[13] Sweilam, N.H., Khader, M.M., Al-Bar, R.F. (2007).
Numerical studies for a multi order fractional differ-
ential equations. Phys. Lett. A, 371, 26-33.

[14] Momani, S., Odibat, Z. (2006). Analytical solution
of a time-fractional Navier-Stokes equation by ado-
mian decomposition method. Appl. Math. Comput.,
177, 488-494.

[15] Odibat, Z., Momani, S. (2007). Numerical approach to
differential equations of fractional order. J. Comput.

Appl. Math., 207(1), 96-110.
[16] Odibat, Z., Momani, S. (2008). Numerical methods

for nonlinear partial differential equations of fractional
order. Appl. Math. Model., 32, 28-39.

[17] Odibat, Z., Momani, S. (2006). Application of varia-
tional iteration method to equation of fractional order.
Int. J. Nonlinear Sci. Numer. Simul., 7, 271-279.

[18] Wu, J.L. (2009). A wavelet operational method for
solving fractional partial differential equations numer-
ically. Appl. Math. Comput., 214, 31-40.

[19] Ertürk,V.S., Momani, S. (2008). Solving systems
of fractional differential equations using differential
transform method. J. Comput. Appl. Math., 215, 142-
151.
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We design adaptive algorithms for both cancellation and estimation of un-
known periodic disturbance, by feedback of state–derivatives (i.e., without
position information for mechanical systems) for the plants which are modeled
as a linear time invariant system. We consider a series of unmatched unknown
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1. Introduction

Active disturbance cancellation arises in many ap-
plications such as automotive [1] and marine sys-
tems [2–4]. The internal model principle which
relies on modeling the disturbance as the output
of an exosystem and duplicating its effect to the
input channel, is the one of the most popular tech-
nique for the solution [5, 6].

The internal model principle differs according to
the type of the considered system, uncertainties
and the measured signals. In [7], the harmonic
control arrays is employed for the parametrization
of the sinusoidal signals. The solutions for linear
systems are given in [8–11]. The plants that con-
tain nonlinear dynamics are proposed in [12–15].
Most of disturbance cancellation problems can
also be formulated as an output regulation prob-
lem. In these references, it is assumed that the
measurements of the state are available for feed-
back. Since the accelerometer is the major sensor

that are used in mechanical applications, the di-
rect usage of the acceleration measurement in the
feedback draws the attention of the researchers.

In [16], acceleration measurement is used together
with velocity and position to suppress the vibra-
tion. The term state–derivative feedback is widely
used in the literature for the case where only the
derivative of the considered states are available for
measurement. That corresponds to acceleration
and velocity feedback without using position in-
formation in mechanical systems. The pole place-
ment technique and stability results for state–
derivative is given in [17] and [18]. The adaptive
cancellation algorithms by state derivative feed-
back for matched disturbance in a known linear
plant is given in [19]. The solution for the case
where the unknown disturbance is unmatched and
the state of the actuator dynamics is available for
the measurement is given in [20].
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In this note, the problem where the actuator
states are not measured but its derivative is avail-
able for a control design, is considered. The de-
sign by the derivative of the actuator state is
given in [21]. The main difference between [21]
is the number of the state of the actuator dynam-
ics. In the present study, an arbitrary m– di-
mensional general linear system is considered for
the actuator dynamics whereas it is restricted by
one, in [21]. We consider two cases; first case is
state and disturbance estimation in the open loop,
and the second case is disturbance cancellation in
the closed loop case. Firstly, a parametrization
of the unknown disturbance signal is performed.
Observers are developed for the unknown distur-
bance and the unmeasured actuator state for open
loop case. We show that perfect state and ob-
server estimations are achieved. The results that
are obtained in the open loop case, is used while
designing an active cancellation algorithm for the
control input. An adaptive control technique is
employed for the design of observer based control
and update laws. Finally, we prove the stability
of the equilibrium of the closed-loop adaptive sys-
tem and the convergence of the state with perfect
disturbance estimation.

The outline of the note is given as follows. Sec-
tion 2 is dedicated to state the problems in de-
tails. The observer designs, theorem that states
the convergence and its proof are given in Sec-
tion 3. The backstepping adaptive controller de-
sign with the statement of the stability theorem is
presented in Section 4. The theorem is proven in
Section 5. As a numerical example, a two–degree
of freedom mechanical system is considered. The
simulation results of the example are discussed in
Section 6. Lastly, concluding remarks are given
in Section 7.

2. Problem statement

We consider a general representation of a linear
time invariant system which is given as follows

ẋ(t) =Anx(t) +Bn
(
bTx p(t) + aTxx+ ν(t)

)
, (1)

ṗ(t) =Amp(t) +Bm
(
bTp p(t) + aTp x+ u(t)

)
, (2)

where

An =

[
0n−1 In−1

0 0Tn−1

]
, Am =

[
0m−1 Im−1

0 0Tm−1

]
,

(3)

Bn =

[
0n−1

1

]
, Bm =

[
0m−1

1

]
, (4)

ax = [a11, · · · , a1n]T , ap = [a21, · · · , a2n]T ,
(5)

bx = [b11, · · · , b1n]T , bp = [b21, · · · , b2n]T , (6)

with 0i = [0, . . . , 0]T ∈ Ri, the states x =
[x1, . . . , xn]T ∈ Rn, p = [p1, . . . , pm]T ∈ Rm, input
u ∈ R and disturbance signal ν ∈ R given by

ν(t) =

q∑
i=1

gi sin(ωit+ φi), (7)

where i 6= j ⇒ ωi 6= ωj , ωi ∈ Q+, gi, φi ∈ R.
In the given system, the disturbance signal and
the control input are separated by m integrators.
This situation makes the input u(t) and ν(t) un-
matched. The input of system (1) is bTx p(t) that
is called virtual input. Because bTx p(t) is not the
main control input, and it has its own dynamics
given by (2). The main aim is to design a control
law for u(t) such that the signal bTx p(t) cancels
the effect of the disturbance while maintaining
the boundedness of all signals. Since state p(t)
and disturbance ν(t) are not measured, observers
are designed to estimate these signals.

The disturbance ν(t) that is given by (7) can be
also written as the output of a linear exosystem
which is given by,

ẇ(t) = Sw(t) (8)

ν(t) = hTw(t) (9)

where w ∈ R2q. The eigenvalues of S depend
on the unknown frequencies of disturbance signal
ν(t). Since the initial condition of the exosystem,
( w(0)) represents the uncertainty of amplitude
and phase, the output vector hT can be consid-
ered as known. Therefore, it is possible to obtain
an observable (hT , S) pair.

In order to guarantee the invertibility and to avoid
any discontinuity in the design, it is assumed that
the terms a11 6= 0 and b21a11 − a21b11 6= 0 (As-
sumption 1). We also assume that the number
of the distinct frequencies, q is known (Assump-
tion 2). The given assumptions are sufficient
for observer based control design and show the
boundedness of signals. However, the all modes
of the exosystem assumed to be excited (i.e.,
w(0) 6= 0) to show the perfect state and distur-
bance estimations, as well as, the convergence of
the state x(t) (Assumption 3).

The main difference between the problem state-
ment given in this note and [21] is the dimension
of p(t). In [21] p(t) is restricted as a scalar signal.
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However, in this note there is not any restriction
on the dimension of p(t) and it can be an m di-
mensional vector where m is an arbitrary positive
integer. Thus this note provides a solution for
more general systems.

3. State and disturbance observer
design

This section consists of two parts; the first part
explains the details of parametrization and ob-
server filters of disturbance signal, in the second
part the state observer design for the virtual con-
trol input p(t) is given.

3.1. Parametrization of disturbance signal

The disturbance representation given by (8) is not
suitable for an observer design since the eigenval-
ues of system matrix S are on the imaginary axis.
The first step of observer design for disturbance is
to represent it as the output of a stable LTI sys-
tem. To this end, we employ the approach given
in [22]. Consider the Sylvester equation

MS −GM = lhT . (10)

where M ∈ R2q×2q is the solution of the equation.
As it is discussed in [23], the solution M is unique
and invertible if and only if (hT , S) is an observ-
able pair, (G, l) is a controllable pair and the set
of eigenvalues of S and G are discrete. There-
fore, by choosing G ∈ R2q×2q as a Hurwitz matrix
and vector l ∈ R2q such that the pair (G, l) is
controllable, we guarantee that M is unique and
invertible. We transform state of the exosystem
w(t) to a new state z(t) as follows z = Mw. By
using (10) with the state transformation, exosys-
tem (8)–(9) is transformed into the form

ż(t) = Gz(t) + lν(t), (11)

ν(t) = θT ż(t), (12)

where

θT = hT (MS)−1. (13)

It is also possible to obtain the derivative of dis-
turbance ν(t) by differentiating (12) and substi-
tuting z̈ = Gż + lν̇. The parametrized form of
disturbance derivative is given by

ν̇(t) = βT ż(t), (14)

where

βT =
1

1− θT l
θTG. (15)

It is necessary to show that the term 1−θT l, that
appears in the denominator is not equal to zero.
Post-multiplying (10) by (MS)−1 and substitut-
ing (13), we obtain the following equation

I − lθT = GMS−1M−1. (16)

Calculating the determinant of both sides of (16)
and employing the Sylvester’s determinant theo-
rem [24] yield

1− θT l = det(GMS−1M−1) (17)

Recalling that det(GMS−1M−1) = det(G) det(M)
det(S−1) det(M−1) and det(M−1) = 1

(detM) , we

obtain

1− θT l = det(G) det(S−1). (18)

Recalling the fact that the determinant of a ma-
trix is the multiplication of its eigenvalues and
noting that G and S have no eigenvalues on the
origin, we show that 1− θT l 6= 0.

The disturbance signal and its derivative are rep-
resented as the output of a known and stable
LTI system whose input is itself, ans thus, un-
known. It is now possible to design an observer
to estimate state z(t), since it is the state of ex-
ponentially stable linear time invariant system.
We present the following lemma that explains the
benefits of developed observer filters.

Lemma 1. The unknown disturbance ν(t) and
ν̇(t) are represented in the form

ν(t) =θT ξ(t) + θT δ(t), (19)

ν̇(t) =βT ξ(t) + βT δ(t), (20)

where

ξ(t) =η(t) +Nẋ(t), (21)

η̇(t) =G (η(t) +Nẋ(t))−N
(
Anẋ(t) +Bn

(
bTx ṗ(t)

+ aTx ẋ(t)
))
, (22)

with

N =
1

BT
nBn

lBT
n , (23)

where
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NBn = l (24)

and the estimation error

δ(t) = ż(t)− ξ(t), (25)

obeys the equation

δ̇(t) = Gδ(t). (26)

Proof. Using the fact that NAn = 0 from (3),
(4) and (24), the equation (26) is obtained by dif-
ferentiating (25) and using derivative of (1), (11)
and (21). Substitution of (25) into (12) and (14)
yields (19) and (20), respectively.

�

The new representation of the disturbance given
in (19) and (20) provides benefits to use adaptive
control method in the design. In the next section,
the design for the state observer together with up-
date law for unknown constant θ are discussed.

3.2. Reciprocal state-space representation
and observer design

A standard state space form of a linear system is
useful for a state or output feedback design. On
the other hand, the reciprocal state–space (RSS)
representation that relies on switching state and
state–derivatives in the equation, provides advan-
tages for state–derivative feedback design [16]. In
this form, it is possible to employ similar tech-
niques that are developed for state and output
feedback problems.

Substituting (19) into (1), the RSS form of system
(1) is written as

x(t) =ATn ẋ(t) +
1

a11
B̄n

(
ẋn(t)− aTxATn ẋ(t)

− bTx p(t)−
(
θT ξ(t) + θT δ(t)

) )
. (27)

where B̄n =
[

1, 0n−1

]T
. Substituting (27)

into (2), we obtain

ṗ(t) =Amp(t) +Bm

(
b̄Tp p(t) + āTpA

T
n ẋ(t) +

a21

a11

× ẋn(t)− a21

a11

(
θT ξ(t) + θT δ(t)

)
+ u(t)

)
,

(28)

where

āp =ap −
a21

a11
ax = [ā1, · · · , ān]T , (29)

b̄p =bp −
a21

a11
bx =

[
b̄1, · · · , b̄n

]T
. (30)

Using the fact b̄1 = a11b21−b11a21
a11

, under Assump-

tion 1 and 2, the RSS form of (28) is obtained
as

p(t) =ATmṗ(t) +
1

b̄1
B̄m

(
ṗm(t)− b̄TpATmṗ(t)

− āTpATn ẋ(t)− a21

a11
ẋn(t)

+
a21

a11

(
θT ξ(t) + θT δ(t)

)
− u(t)

)
, (31)

where B̄m =
[

1, 0m−1

]T
. The state observer

in the RSS form of (31) is designed as follows

p̂(t) =ATmṗ(t) +
1

b̄1
B̄m

(
ṗm(t)− b̄TpATmṗ(t)

− āTpATn ẋ(t)− a21

a11
ẋn(t) +

a21

a11
θ̂T ξ(t)

− u(t)

)
+ cep

(
ṗ(t)− ˙̂p(t)

)
, (32)

where cep > 0 and in state space form it is written
as

˙̂p(t) =− 1

cep
p̂(t) +

1

cep

(
ATm + cepIm −

1

b̄1
B̄m

× b̄TpATm
)
ṗ(t) +

1

cep b̄1
B̄m

(
ṗm(t)− āTp

×ATn ẋ(t)− a21

a11
ẋn(t) +

a21

a11
θ̂T ξ(t)− u(t)

)
.

(33)

The signals p̂(t) and θ̂(t) are the estimates of un-
measured signal p(t) and unknown constant θ, re-
spectively. Although the signal ṗ(t) is measured,

the signal ˙̂p(t) is also needed for representing the
dynamics of the state observer and the observer
error systems. Defining

ep(t) =p(t)− p̂(t), (34)

θ̃(t) =θ − θ̂(t), (35)

and subtracting (31) from (32), we obtain the er-
ror dynamics of the state observer in the RSS form
as follows,
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ep(t) =− cep ėp(t) +
a21

b̄1a11
B̄m

(
θ̃T (t)ξ(t)

+ θT δ(t)
)
. (36)

The update law for θ̂ is designed as follows

˙̂
θ(t) = κ

a21

b̄1a11
ξ(t)B̄T

mėp(t) (37)

where κ > 0. It should be noted that update law,
˙̂
θ(t), is implementable since all signals given in
(37) are measured including ėp(t).

Comparing the state observer given in [21] and
given in (32), it is seen that they are not similar.
Since the dimension of p(t) is restricted as one
in [21], the observer designed can not be used for
the given problem in this note.

We state the following theorem for the designed
observers.

Theorem 1. Consider the system dynamics (2),
filter (21), (22), state observer (33) and the up-
date law (37), under Assumptions 1–3, for initial

conditions p(0) ∈ Rm, θ̂(0) ∈ R2q, ep(0) ∈ Rm, the

signals ep(t), θ̃(t), δ(t), ν(t)− θ̂T (t)ξ(t) converge to
zero as t→∞.

Before proving the theorem, we state the following
lemma since it is used in the proof of theorems.

Lemma 2. There exists ρ > 0 such that for all
t0 ≥ 0, the following holds

Qp(ρ, t0) =

∫ t0+ρ

t0

ξ(t)ξT (t) dt

− 1

ρ

∫ t0+ρ

t0

ξ(t) dt

∫ t0+ρ

t0

ξT (t) dt > 0.

(38)

Proof.

ξ̇(t) = Gξ(t) + lν̇(t), (39)

where ν̇(t) =

q∑
i=1

ωigi cos(ωit+ φi). The proof for

the signal given by (40) is given in [19]. Using
(26), time derivative of (25) yields

ξ̇(t) = Gξ(t) + lν̇(t), (40)

where ν̇(t) =

q∑
i=1

ωigi cos(ωit+ φi). The proof for

the signal given by (40) is given in [19]. �

Proof of Theorem 1: We show the stability to-
gether with the convergence. The closed-loop sys-

tem of (ep(t), θ̃(t)) is written as

ζ̇(t) = E(t)ζ(t) + F (t)δ(t), (41)

where

E(t) =

[
− 1
cep
Im

κ a21
cep b̄1a11

ξ(t)B̄T
m

a21
cep b̄1a11

B̄mξ(t)
T

− κ
cep

(
a21
b̄1a11

)2
ξ(t)ξ(t)T

 ,
(42)

F (t) =

 a21
cep b̄1a11

B̄mθ
T

− κ
cep

(
a21
b̄1a11

)2
ξ(t)θT

 , (43)

ζ(t) =
[
ep(t), θ̃T (t)

]T
. (44)

Since system matrix, E(t) and input vector, F (t)
are time dependent, system (41) is a linear time
varying system. The proof consists of two steps;
first the homogeneous part is considered and the
exponential stability of the equilibrium ζ(t) = 0 is
shown, as the second step the signal convergence
is proven by employing the results both given in
Lemma 2 and the first step of the proof.

For the first step, we choose the Lyapunov func-
tion as follows

VLTV =
1

2
ζ(t)TPLTV ζ, (45)

where

PLTV =

[
Im 0m×2q

02q×m
1
κI2q

]
. (46)

The time derivative of VLTV is given by

V̇LTV = ζ(t)TC(t)CT (t)ζ(t). (47)

where

C(t)T =
1
√
cep

[
−Im a21

b̄1a11
B̄mξ(t)

T )
]
, (48)

we get

V̇LTV =
1

2
ζ(t)T

(
ET (t)PLTV + PLTVE(t)

)
ζ(t)

=− ζ(t)TC(t)CT (t)ζ(t) ≤ 0. (49)

This proves the stability of equilibrium. However,
we can not make any conclusion on the exponen-
tial stability. Therefore, we need to employ the
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series of theorems and lemmas given in [25]. Us-
ing (49), we obtain

ET (t)PLTV + PLTVE(t) + αCT (t)C(t) ≤ 0,
(50)

for some α > 0. The exponential stability of
the equilibrium of the homogeneous part of (41)
is proven by showing the uniform complete ob-
servable (UCO) property of the pair (C(t), E(t))
[25]. In order to simplify the problem, we employ
the following property which is given as follows;
for a bounded H(t), the pairs (C(t), E(t)) and
(C(t), E(t) + H(t)C(t)T ) have the same (UCO)
property [25]. Choosing H(t) = C(t), the system
for the pair (C(t), E(t)+H(t)C(t)T ) is written as

Ẏ (t) =0, (51)

y(t) =C(t)TY (t) (52)

The state transition matrix of (51) is Φ(t) =
I(m+2q). Therefore, (C(t), E(t) + H(t)C(t)T ) is
a UCO pair if there exist α2, α3, ρ > 0, such that
the observability gramian satisfies

α2I ≥
∫ t0+ρ

t0

C(t)CT (t) dt ≥ α3I, (53)

for all t0 ≥ 0 [25]. The boundedness of ξ(t) can
be shown by (40) then, recalling (48), the upper
bound of (53) is satisfied. We show the lower
bound in (53). Calculating the integral in (53)
yields

X =

∫ t0+ρ

t0

C(t)CT (t) dt

=
1

cep

[
ρIm

− a21
b̄1a11

∫ t0+ρ
t0

ξ(t) dtB̄T
m

(54)

− a21
b̄1a11

B̄m
∫ t0+ρ
t0

ξT (t) dt(
a21
b̄1a11

)2 ∫ t0+ρ
t0

ξ(t)ξT (t) dt

 .
(55)

The lower bound argument is shown by conclud-
ing that X is positive definite. To this end, we
use Schur complement. The Schur complement of
ρIm of block matrix X is given by,

Sh =
1

cep

(
a21

b̄1a11

)2(∫ t0+ρ

t0

ξξT dt

−1

ρ

∫ t0+ρ

t0

ξ dt

∫ t0+ρ

t0

ξT dt

)
.

(56)

According to Schur compliment, it is concluded
that X is positive definite if and only if Sh is pos-
itive definite by denoting Imρ is a positive definite
matrix. We need to show that Sh is positive defi-

nite. Noting that 1
cep

(
a21
b̄1a11

)2
is a positive scalar,

according to Lemma 2 there exists a positive ρ
such that for all t0 > 0, then Sh > 0. Hence,
(C,E +HCT ) is UCO, which implies that (C,E)
is UCO. Therefore, the state transition matrix
Φ(t, t0) corresponding to E(t) in (41) satisfies

‖ Φ(t, t0) ‖≤ κ0e
−γ0(t−t0) (57)

for some positive constants κ0, γ0. Recalling that
G is Hurwitz, the solution of (26) yields

|δ(t)| = |eG(t−t0)δ(0)| ≤ κ1e
−γ1(t−t0)|δ(0)| (58)

for some positive constants κ1, γ1. Solving (41)
yields

ζ(t) =Φ(t, 0)ζ(0) +

∫ t

0
Φ(t, τ)F (τ)δ(τ)dτ. (59)

Since ξ(t) is bounded, from (40), it is concluded
that F (t) is bounded. Using (57)–(59), we get

|ζ(t)| ≤κ0e
−γ0t|ζ(0)|+

κ1κ0 sup
0≤τ≤t

|F (τ)|(
γ0 − 1

2 min{γ0, γ1}
) |δ(0)|

× e−
1
2

min{γ0,γ1}t. (60)

Finally, by considering (60), we prove that ζ(t) =[
ep(t), θ̃T (t)

]T
converge to zero as t → ∞.

Since θ̃(t) tends to zero, in other words, the
perfect estimation of unknown constant param-
eter θ is achieved, from Lemma 1, and noting
that δ(t) converges to zero, we also prove that

ν(t)− θ̂T (t)ξ(t). �

The result of Theorem 1 enables us to estimate
unknown disturbance signal ν(t) with unmea-
sured state p(t) for an open loop case. The perfect
estimation relies on the excitation of all modes of
the disturbance signal. This provides the persis-
tence of excitation that is given in Lemma 2.

In the next section, the algorithm for the input
u(t) to cancel the disturbance in the system is
given.

4. Active disturbance cancellation

We design an active disturbance cancellation al-
gorithm for the actual input u(t) by employing a
backstepping technique. This technique is firstly
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proposed by Petar Kokotovic for the control de-
sign of nonlinear system which are in strict feed-
back form [26]. However, the usage of this method
is not restricted by only a special class of nonlin-
ear systems. In [27], adaptive controller design
methodology without any over parametrization
for systems that contain parametric uncertain-
ties which are unmatched with the actual input
is given based on aforementioned technique. The
idea behind the backstepping is to find a control
law that transform the closed loop system to a
desired form step by step, this can also be seen as
recursive method. Particularly, in the considered
problem, firstly we design a law for the virtual
control input p(t) then by backstepping, we reach
the actual control input. It is called virtual con-
trol, since it is not the actual input but it is seen as
the input of the subsystem. Therefore, the main
role of actual input to drive the virtual input so
that the state of the considered system is driven
to a desired set. Since p(t), is not measured, this
technique can not be applied directly. This prob-
lem is handled by using the result obtained in the
previous section. Using (36) and (34), we repre-
sent the unmeasured p(t) as follows,

p(t) =p̂(t)− cep ėp(t) +
a21

b̄1a11
B̄m

(
θ̃T (t)ξ(t)

+ θT δ(t)
)
. (61)

4.1. Backstepping design

We can now consider the problem as an adaptive
control design. Substituting (19), (61) into (27)

and recalling θ = θ̃(t)+ θ̂(t) from (35) , we obtain

x(t) =ATn ẋ(t) +
1

a11
B̄n

(
− bTx p̂(t) + cepb

T
x ėp(t)

+ ẋn(t)− aTxATn ẋ(t)− θ̂T ξ(t)

−
(
a21b11

b̄1a11
+ 1

)(
θ̃T ξ(t) + θT δ(t)

))
.

(62)

It is possible to consider bTx p̂(t) as the virtual
controller for a backstepping design since the dy-
namic of p̂(t) depends on only measured signals.

The backstepping procedure consist of the follow-
ing steps; (1) designing a controller bTx p̂(t) that
both cancels the disturbance and stabilize the sys-
tem, (2) defining the error between the desired
and actual value bTx p̂(t), this step can be consid-
ered as a state transformation, (3) by taking the
time derivative of the defined error term, we find

the dynamics of error. In the last step, we reach
the actual control input.

First Step: The desired value of bTx p̂(t) is designed
by

p̂d(t) = −a11Kẋ(t)− θ̂T (t)ξ(t) + ẋn(t)− aTxATn ẋ(t),
(63)

where the control gain K = [k1, · · · , kn] ∈ R1×n

is chosen so that
(
ATn + B̄nK

)
is Hurwitz with

P = P T > 0 that is the solution of

Acl
−TP + PAcl

−1 = −2
(

2 +
cep
2

)
I. (64)

where

Acl =
(
ATn + B̄nK

)−1
. (65)

Second Step: we define the following error term,

ed(t) = bTx p̂(t)− p̂d(t). (66)

Third Step: Taking the derivative of (66), we ob-
tain

ėd(t) =− 1

cep
bTx p̂(t) +

(
1

cep
bTx
(
ATm + cepIm

− 1

b̄1
B̄mb̄

T
pA

T
m

)
+ (a11kn − 1) bTx

)
ṗ(t)

+

(
−b11

cep b̄1
āTpA

T
n + a11KAn

+ aTxA
T
nAn + (a11kn − 1) aTx

)
ẋ(t)

+
b11a21

cep b̄1a11
θ̂T (t)ξ(t) + θ̂T (t)Gξ(t)

+
˙̂
θT (t)ξ(t) +

(
θ̂T (t)l + (a11kn − 1)

)
×
(
βT ξ(t) + βT δ(t)

)
+

b11

cep b̄1

(
ṗm(t)

− a21

a11
ẋn(t)− u(t)

)
. (67)

The representation (20) is used for ν̇(t). In
this way, we transform (x(t), p(t)) system into
(x(t), ep(t), ed(t)) system where the uncertainties
are now matched with the real actuator.

As it is realized from (66), if ed(t) converges to
zero, the virtual controller tends to its desired
value which cancels the disturbance effect and sta-
bilize system (1).

In the next section, the adaptive controller and
the main theorem are given.
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4.2. Adaptive controller

Considering the transformed system (1), (36) and
(67) and their RSS forms, we design the following
adaptive controller

u =ṗm(t)− a21

a11
ẋn(t) +

cep b̄1

b11

(
− 1

cep
bTx p̂(t)

+

(
1

cep
bTx

(
ATm + cepIm −

1

b̄1
B̄mb̄

T
pA

T
m

)
+ (a11kn − 1) bTx

)
ṗ(t) +

(
−b11

cep b̄1
āTpA

T
n

+ a11KAn + aTxA
T
nAn + (a11kn − 1) aTx

)
ẋ(t)

+
b11a21

cep b̄1a11
θ̂T (t)ξ(t) + θ̂T (t)Gξ(t) +

˙̂
θT (t)ξ(t)

+
(
θ̂T (t)l + (a11kn − 1)

)
β̂T (t)ξ(t)

− 1

a11
ẋT (t)PB̄n

+

(
1

2

(
θ̂T (t)l + (a11kn − 1)

)2
+ ced

)
ed(t)

)
,

(68)

where ced > 0. The dynamics to update parame-
ter estimation is given by

˙̂
θ =κθ

1

b̄1a11
ξ(t)

(
a21B̄

T
mėp(t)

− a21b11 − b̄1a11

γa11
ẋ(t)TPB̄n

)
, (69)

˙̂
β =κβ

(
θ̂T (t)l + (a11kn − 1)

)
ξ(t)ed(t). (70)

with

γ =
1

a2
11

λmax

(
B̄T
nPb

T
x bxPB̄n

)
. (71)

Both control and update laws consist of only mea-
sured signals.

As it is seen by comparing the controller (68) and
the one designed in [21], they are different than
each other. It is not possible to employ the con-
troller in [21] to stabilize the system given in the
problem statement of this note.

Remark 1. Although parameter θ represents
the same property, the update laws given for
θ̂(t) in the open loop estimation and the closed
loop cancellation are slightly different. The up-
date law (69) employed in closed loop cancella-
tion contains an extra term, which is given by

−κθξ(t)a21b11−b̄1a11b̄1a211
ẋ(t)TPB̄n. The backstepping

technique causes the extra term in the update law.

Remark 2. We design the control and update
laws for the case where all state-derivative mea-
surements are accurate. That might not be the
case in the implementation of algorithms to ac-
tual systems, since the measurements providing
by sensors in the applications may contain noise
unless an appropriate filtering is applied. In adap-
tive control, measurement noise and unmodeled
dynamics may harm the stability of the equilib-
rium due to drift in the estimation of the param-
eters. However, there exist simple robustification
tools for mostly update laws to eliminate the ef-
fect of noise and unmodeled dynamics [25]. One of
the appropriate robustification tools can be em-
ployed together with the proposed algorithm to
provide robustness with respect to measurement
noise and unmodeled dynamics. The main draw-
back of the these tools is the trade off between
robustness and the convergence.

We define the following signal

ξ̃ =ξ − ξ, (72)

where ξ =
t∫

0

eG(t−τ)Glν̇(τ)dτ that is used in the

stability statement.

Theorem 2. Consider closed-loop system that is
composed of the plant (1),(2) driven by the un-
known disturbance signal (8), (9), the disturbance
observer dynamics (21), (22), the state observer
(33) and the adaptive controller (68)–(70). Under
Assumptions 1 and 2, the followings hold:

• For all initial conditions, all signals are

bounded and ẋ(t), ėp(t), ed(t), ξ̃, δ converge
to zero as t→∞,
• In addition, for all w(0) ∈ R2q such

that Assumption 3 holds, the signals

x(t), ep(t), θ̃, ν(t) − θ̂T ξ converge to zero
as t→∞.

5. Stability proof

The proof of Theorem 2 is given as follows.

Proof of Theorem 2: The transformed closed sys-
tem with the state observer is given as follows

ẋ(t) =Aclx(t)− 1

a11
AclB̄n

(
− ed(t) + cepb

T
x ėp(t)

−
(
a21b11

b̄1a11
+ 1

)(
θ̃T ξ(t) + θT δ(t)

))
,

(73)
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ėp(t) =− 1

cep
ep(t) +

a21

cep b̄1a11
B̄m

(
θ̃T (t)ξ(t)

+θT δ(t)
)
, (74)

ėd =−
(

1

2

(
θ̂T (t)l + (a11kn − 1)

)2
+ ced

)
ed(t)

+
(
θ̂T (t)l + (a11kn − 1)

)(
β̃T (t)ξ(t)

+βT δ(t)
)

+
1

a11
ẋT (t)PB̄n (75)

where

β̃(t) = β̂(t)− β. (76)

We consider the following Lyapunov function,

V =
1

2

(
xTPx+ γe2

p + e2
d +

γ

κθ
θ̃T θ̃ +

1

κβ
β̃T β̃

+ εδδ
TPδδ

)
(77)

where

GTPδ+PδG = −2I, (78)

εδ =

(
a21b11

b̄1a2
11

+
1

a11

)2

λmax

(
θB̄T

nPPB̄nθ
T
)

+

(
γ
a21b11

b̄1a11

)2

λmax

(
θB̄mB̄

T
mθ

T
)

+ λmax

(
ββT

)
. (79)

The derivative of V with respect to time, in view
of (20),(69),(70) and (73)–(75), is given by

V̇ =−
(

2 +
cep
2

)
ẋT (t)ẋ(t)− γcep ėTp (t)ėp(t)

−
(

1

2

(
θ̂T (t)l + (a11kn − 1)

)2
+ ced

)
e2
d(t)

+
1

a11
ẋTPB̄n

(
cepb

T
x ėp(t)−

(
a21b11

b̄1a11
+ 1

)
θT δ(t)

)
+

a21

b̄1a11
ėTp B̄mθ

T δ +
(
θ̂T (t)l + (a11kn − 1)

)
×
(
β̃T (t)ξ(t) + βT δ(t)

)
βT δed − ε2δδT δ.

(80)

Using Young’s inequality, we get

V̇ ≤− ẋT (t)ẋ(t)−
γcep

2
ėTp (t)ėp(t)− ced

e2
d(t)−

εδ
2
δT (t)δ(t). (81)

From (81), we conclude

V (t) ≤ V (0). (82)

Defining

Θ(t) =
[
xT (t), ep(t), ed(t), θ̃

T (t), β̃T (t), δT (t)
]T
,

(83)

and using (77) and (82), we get

|Θ(t)|2 ≤M1 |Θ(0)|2 , (84)

for some M1 > 0. Taking derivative of (72) and
using (40) yield

˙̃
ξ(t) = Gξ̃(t). (85)

Since G is Hurwitz, using (85), we get

∣∣∣ξ̃(t)∣∣∣ ≤M2e−α1t
∣∣∣ξ̃(0)

∣∣∣ , (86)

for some M2, α1 > 0. By using (84) and (86), we
obtain

|Ξ(t)| ≤M4 |Ξ(0)| (87)

where

Ξ(t) =
[
ΘT (t), ξ̃T (t)

]T
, (88)

for some M4 > 0. From (87), it is concluded that
all signals are bounded for all initial conditions.
Since the closed loop dynamics given by (73)–(75)
are continuous in Ξ and t, (81) is also continuous
in Ξ and t. Moreover, (81) is zero at Ξ = 0.
Therefore, we conclude that ẋ(t), ėp(t), ed(t) and
δ converge to zero as t → ∞, by the LaSalle-
Yoshizawa theorem. This proves part 2 of Theo-
rem 2.

We now prove the convergence of x(t). To this
end we first need to show the convergence of

ep(t), θ̃(t)). This part is similar to the proof of

Theorem 1. The system of (ep(t), θ̃(t)) is written
as

ζ̇(t) = E(t)ζ(t) + Fd(t)d(t), (89)

where E(t) and ζ(t) are given by (42) and (44),
respectively and
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Fd(t) =

[
0m×n

κθ
a21b11−b̄1a11

γa211b̄1
ξ(t)B̄T

nP

a21
cep b̄1a11

B̄mθ
T

− κθ
cep

(
a21
b̄1a11

)2
ξ(t)θT

 ,
(90)

d(t) =
[
ẋ(t), δT (t)

]T
. (91)

As it is seen the the homogeneous part of systems
(41) and (89) are same. The only difference is
the input matrices. We have already shown the
exponential stability of the homogeneous part in
the proof of Theorem 1. The boundedness of d(t)
and Fd(t) is concluded from (91) and (90), re-
spectively. Noting that d(t) goes to zero, from
(89) and (57), it follows that ζ(t) is bounded and

ζ(t) =
[
ep(t), θ̃T (t)

]T
→ 0 as t → ∞. Since

δ(t), θ̃(t), ėp(t), ed(t)→ 0 and Acl is Hurwitz, from
(73), it is shown that x(t) converges to zero as
t→∞. In addition, from (19), we conclude that

θ̂T (t)ξ(t)− ν(t)→ 0 as t→∞. This proves part
2 of Theorem 2. �

6. Example

We consider a two–degree of freedom system
which is illustrated in Figure 1, as a simulation
example.

ν̄(t)

mx

mp

cxkx

kp

zx(t)

zp(t)

Floor

F (t)

Figure 1. The dynamical system
considered for numerical example.

The mass denoted by mx is forced by an unknown
disturbance ν̄(t) and connected to another mass,
mp which is actuated by a force input. The sys-
tem dynamics are given by

mxz̈x(t) =− kx (zx(t)− zp(t))
− cx (żx(t)− żp(t)) + ν(t), (92)

mpz̈p(t) =− kpzp + kx (zx(t)− zp(t))
+ cx (żx(t)− żp(t)) + F (t). (93)

Choosing the state as x(t) =
[
zx(t), żx(t)

]T
and p(t) =

[
zp(t), żp(t)

]T
, we obtain aTx =[

− kx
mx
, − cx

mx

]
, bTx =

[
kx
mx
, cx

mx

]
, aTp =[

kx
mp
, cx

mp

]
and bTp =

[
−kx+kp

mp
, − cx

mp

]
. The

disturbance is ν(t) = ν̄(t)
mx

and the input is u(t) =
F (t)
mp

. The system parameters are chosen as mx =

10,mp = 5, kx = 10, kp = 5, cx = 10. The mass
denoted by mx is driven by the unknown peri-
odic disturbance ν̄(t) and the states of mass mp

through the connected spring and damper. The
mass mx is the subject system to stabilize. The
effect of the input F (t) reaches the main system
through the dynamics of mp whose order is more
than one. Therefore, it should be noted that the
design given in [21] can not be used for this ex-
ample. By employing the developed algorithms,
we present the results for estimation and active
disturbance cancellation.

6.1. Observer based disturbance and state
estimation

In this case, the only aim is estimation. The

unknown disturbance signal ν(t) = ν̄(t)
mx

=

sin( 2π
3.5 t) + 0.5 sin(2π

4 t+ π
4 ) + 0.5 sin(2π

3 t+ π) and

initial condition x(0) = p(0) =
[
−0.5 −0.5

]T
.

The update and estimations gains is chosen
as κ = 15000 and cep = 20. The pair

(G, l) is l =
[

0T5 , 1
]T

, G =

[
05 I5

0 0T5

]
+

l
[
−527.8− 1146.1− 1024.2− 482.5− 126.4− 17.5

]T
which is controllable. Since the critical signal is
the position of mp, we have plotted its estimate
in Figure 2. The estimation of the disturbance
together with the actual signal are plotted in
Figure 3. From Figures 2 and 3, it is seen that
|zp(t)− ẑp(t)| converge to zero and the estimate of

unknown disturbance, θ̂T (t)ξ(t) converges to the
actual disturbance signal, thus perfect estimation
is achieved, as Theorem 1 states.
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0 10 20 30 40 50 60
Time (sec)

-1

-0.5

0

0.5

1

1.5

zp(t)
ẑp(t)

Figure 2. Estimation of the ac-
tuator state ẑp(t) for the ob-
server based estimation.

0 10 20 30 40 50 60
Time (sec)

-3

-2

-1

0

1

2

3

Disturbance{8(t)

Open Loop Estimation{3̂(t)T 9(t)

Figure 3. The actual distur-
bance signal ν(t) and its esti-

mate, θ̂T (t)ξ(t), for the observer
based estimation.

6.2. Active cancellation

In this case, the aim is to actuate mass mp by
F (t) so that the zp(t), ż(p) cancel the disturbance
on mass mx. The unknown disturbance ν(t) =
ν̄(t)
mx

= 2 sin(2π
3 t) + sin(2π

t + π
4 ) and the initial con-

ditions of the states are chosen same as the first
case. The control gain K is chosen such that the
eigenvalues of A−1

cl are −3 and −4. The gains are
ced = 350, cep = 0.2, κθ = 50 and κβ = 10. The

pair (G, l) is l =
[

0T3 , 1
]T

, G =

[
03 I3

0 0T3

]
+

l
[
−48.51− 75.91− 43.63− 10.90

]T
which is

controllable. The state of mass mx is given in Fig-
ure 4. The result of the disturbance estimation is
presented in Figure 5. From Figures 4 and 5 it is
observed that zx(t), żx(t) converge to zero and the

estimate of unknown disturbance, θ̂T (t)ξ(t) con-
verges to the actual disturbance signal, thus per-
fect estimation is achieved, as Theorem 2 states.

0 5 10 15 20 25 30 35 40
Time (sec)

-1.5

-1

-0.5

0

0.5

1

1.5

zx

_zx

Figure 4. Position, zx(t), and
velocity, żx(t), of mass mx when
the cancellation algorithm is on.
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0
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Disturbance{8(t)

Open Loop Estimation{3̂(t)T 9(t)

Figure 5. The actual distur-
bance signal ν(t) and its esti-

mate, θ̂T (t)ξ(t), for the active
cancellation.
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7. Conclusions

In this note, we consider an active disturbance
cancellation problem for the case where the dis-
turbance signal which is modeled as the sum of
q sinusoidal functions, and the real control input
of the system are unmatched. Moreover, the only
available measurements for the feedback are the
state derivatives. Two algorithms are developed;
the first one is to estimate the unmeasured distur-
bance and states in the open loop, the second one
is to cancel the effect of the disturbance and main-
tain the state convergence in the closed loop case.
To this end, observers are designed for both the
unknown disturbance and the unmeasured state
that appears as the virtual control input in the
system. We perform a backstepping procedure to
handle the unmatched condition and obtain the
control and update laws by using the estimate of
the unmeasured state as the virtual control input.
The stability of the equilibrium of the closed-loop
adaptive system and the the convergence of state
derivatives, ẋ, to zero in time are shown. By as-
suming all modes of the disturbance signal are ex-
cited, we also achieve to prove that the state x(t)
converges to zero as t → ∞ and the estimate of
disturbance, θ̂T (t)ξ(t) converges to actual distur-
bance signal, ν(t). We illustrate the effectiveness
of developed algorithms by performing numerical
simulations for a two–degree of freedom spring–
damper–mass system. The simulation results also
verify that the developed algorithms are working
correctly as the given theorems state.
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1. Introduction

Most numerical methods are established on the
basis of polynomials. One of these methods is
Sinc methods. Frank Stenger firstly introduced
the Sinc methods in his works [1, 22] to determine
the solutions of some differential equations. The
actual detailed analysis on Sinc functions were
firstly made by Whittaker in the papers [20-21].
Lund has some works on two-point boundary-
value problems [7, 9]. Lewis, Lund and Bowers
investigated the parabolic and hyperbolic prob-
lems in [6, 12]. In [4] Bowers and Lund worked
on singular Poisson and elliptic problems. Nu-
merical solutions of the problems are found by
means of SGM. Lund, Bowers and McArthur in-
troduced the Symmetric SGM in [8]. A kind of
Sinc methods which is called Sinc Domain De-
composition Method is illustrated in [10, 11, 14,
and 15]. Moreover, iterative methods for symmet-
ric Sinc-Galerkin systems are considered in [3, 16,
and 17]. Some applications in the various areas
of the science and engineering can be seen in [2,
5, 13, 18 and 19]. In the work of Morlet, Lybeck
and Bowers in [15], a Volterra integro-differential
equation is investigated via the Sinc-collocation

method. In paper [1], Stenger made some ap-
plications with SGM for the approximate solu-
tions of ODEs and some elliptic and parabolic
PDEs. Koonprasert developed a fully SGM for
some complex-valued PDEs with time-dependent
boundary conditions in [5]. In the work of Stenger
[23], some problems related to medical problems
are taken and numerical results are found using
Sinc methods. In [24], a new algorithm based on
Sinc method is applied for the solution of a nonlin-
ear set of PDEs. A new SGM is illustrated for the
numerical solutions of convection diffusion equa-
tions on half-infinite intervals in [25]. The work
in [26] Gamel, Behiry and Hashish dealed with
the SGM for solving nonlinear ODEs with vari-
ous boundary conditions. In [27], sinc-Galerkin
method is also applied to a class of the second-
order nonlinear ODEs. In the work [28], Zamani
focused on some differential operators in one di-
mension and a Helmholtz eigenvalue problem in
two dimensions. In [29], authors use sinc-Galerkin
method to obtain approximate solution of frac-
tional partial differential equations. In [30,32]
Sinc methods is also applied for the solution of the
second-order ODEs with homogeneous Dirichlet-
Type boundary conditions. In [31], sinc-Galerkin
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method is used for solving fractional boundary
value problems approximately. In this paper, we

use sinc-Galerkin method to obtain approximate
solution of a class of hyperbolic partial differen-
tial equations. The rest of this paper is organized
as follows. In section 2, we give some definitions
and theorems for sinc methods. In section 3, some
test problems are given to compare the ability of
present methods by using tables and graphics. Fi-
nally, in section 4, the paper is completed with a
conclusion.

2. Sinc-Galerkin method

2.1. Sinc-Approximation formula for

hyperbolic

We consider the following hyperbolic partial dif-
ferential equation.

utt − uxx = F (x, t),
u(0, t) = u(1, t) = 0, 0 < x < 1,
u(x, 0) = 0, t > 0,
ut(x, 0) = 0, t > 0.

(1)

To determine the approximate solution of this
equation, Sinc-Galerkin method is used. For the
equation given above, the sinc-Galerkin method
can be developed in both space and time direc-
tion as following:

In general, approximations can be constructed for
infinite, semi-infinite, and infinite intervals and
both spatial and time spaces will be introduced.

Let us define the function φ as

φ(z) = ln

(

z

1− z

)

. (2)

Here φ is a conformal mapping from DE , the eye-
shaped domain in the z plane, onto the infinite
strip, DS where

DE =

{

z = x+ iy :

∣

∣

∣

∣

arg

(

z

1− z

)∣

∣

∣

∣

< d ≤ π

2

}

. (3)

This is shown in Figure 1.

Figure 1. The connection between
eye shape domain and the infinite
strip [32].

A more general form of the sinc basis according
to intervals can be given as following way

S(m,hx) ◦ φ(x) = Sinc

(

φ(x)−mhx
hx

)

,

m = −Nx, . . . , Nx,

S(k, ht) ◦ γ(t) = Sinc

(

γ(t)− kht
ht

)

, (4)

k = −Nt, . . . , Nt,

where

Sinc(z) =

{

sin(πz)
πz , z 6= 0
1 , z = 0

(5)

and

Sinc(k, h)(z) = Sinc

(

z − kh

h

)

=

{

sin(π z−kh
h )

π z−kh
h

, z 6= kh

1, z = kh
, (6)

and the conformal maps for both direction as fol-
lows

{

φ(x) = ln
(

x
l−x

)

, x ∈ (0, l)

γ(t) = ln(t) , t ∈ (0,∞),
(7)

are used to define the basis functions on the inter-
vals (0, l) and (0,∞) respectively. hx, ht > 0 rep-
resents the mesh sizes in the space direction and
the time direction respectively. The sinc nodes
xi and tj are chosen so that xi = φ−1(ihx),tj =

γ−1(jht). Here the function x = φ−1(x) = ex

1+ex

is an inverse mapping of φ = φ(x).

We may define the range of φ−1on the real line as

Γ1 =
{

φ−1(u) ∈ DE : −∞ < u <∞
}

. (8)

For the evenly spaced nodes {kh}∞k=−∞ on the real
line, the image which corresponds to these nodes
is denoted by

xk = φ−1(kh) =
ekh

1 + ekh
(9)

where 0 < xk < 1, for all k.

The sinc basis functions in (4) do not have a de-
rivative when x tends to 0 or 1. We modify the
sinc basis functions as
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S(m,hx) ◦ φ(x)
φ′(x)

=
Sinc

(

φ(x)−mhx
hx

)

φ′(x)
(10)

where

1

φ′(x)
= x(1− x). (11)

The modified sinc basis functions is shown in Fig-
ure 2.

Figure 2. The modified sinc basis on
(0, 1) [32].

For the transient space, we generate an approxi-
mation via defining the function

w = γ(r) = ln(r). (12)

Here, w is a conformal mapping from DW , the
wedge-shaped domain in the r-plane onto the in-
finite strip, DS , where

DW =
{

r = t+ is : |arg (r)| < d <
π

2

}

. (13)

For the SGM, the basis functions are determined
from composite translated functions,

S(k, ht) ◦ γ(t) = Sinc

(

γ(t)− kht
ht

)

,

k = −Nt, ....., Nt. (14)

The functions are given in Figure 3 for real values
of t.

Figure 3. Adjacent members of
S(k, h) ◦ γ(t) when k = −1, 0, 1 and
h = π

8 on (0,∞) [7].

In (14), w = γ(r) and γ−1(w) = r = ew. We may
define γ−1on the real line as

Γ2 =
{

γ−1(u) ∈ Dw : −∞ < u <∞
}

. (15)

For the evenly spaced nodes {kh}∞k=−∞ on the real
line, the image which corresponds to these nodes
is denoted by

tk = γ−1(kh) = ekh, (16)

where 0 < tk < ∞, for all k. A list of conformal
mappings may be found in Table 1 below, [9].

Table 1. Conformal mappings and
nodes for several subintervals of R.

(a, b) φ(z) zk

a b ln
(

z−a
b−z

)

a+bekh

1+ekh

0 1 ln
(

z
1−z

)

ekh

1+ekh

0 ∞ ln (z) ekh

0 ∞ ln (sinh(z)) ln
(

ekh +
√

e2kh + 1
)

−∞ ∞ z kh

−∞ ∞ sinh−1(z) kh

Definition 1. Let B (DE) be the class of func-
tions F that are analytic in DE and satisfy

∫

ψ(L+u)
|F (z)| dz → 0, as u = ∓∞, (17)

where

L =
{

iy : |y| < d ≤ π

2

}

, (18)

and on the boundary of DE satisfy
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T (F ) =

∫

∂DE

|F (z)dz| <∞. (19)

The proof of following theorems can be found in
[1].

Theorem 1. Let Γbe (0, 1), F ∈ B (DE), then
for h > 0 sufficiently small

∫

Γ

F (z)dz − h

∞
∑

j=−∞

F (zj)

φ′(zj)
=
i

2

∫

∂D

F (z)k(φ, h)(z)

sin(πφ(z)/h)
dz,

≡ IF , (20)

where

|k(φ, h)|z∈∂D =

∣

∣

∣

∣

e

[

iπφ(z)
h

sgn(Imφ(z))
]
∣

∣

∣

∣

z∈∂D

= e
−πd
h . (21)

For the SGM, the infinite quadrature rule must be
truncated to a finite sum; the following theorem
demonstrates the conditions under which expo-
nential convergence results.

Theorem 2. If there exist positive constants
α, βand C such that

∣

∣

∣

∣

F (x)

φ′(x)

∣

∣

∣

∣

≤ C

{

e−α|φ(x)|, x ∈ ψ((−∞,∞))

e−β|φ(x)|, x ∈ ψ((0,∞)),
(22)

then the error bound for the quadrature rule (20)
is

∣

∣

∣

∣

∣

∣

∫

Γ

F (x)dx− h
N
∑

j=−N

F (xj)

φ′(xj)

∣

∣

∣

∣

∣

∣

≤C
(

e−αNh

α
+
e−βNh

β

)

+ |IF | . (23)

The infinite sum in (20) is truncated with the use
of (21) to arrive at this inequality (23). Making
the selections

h =

√

πd

αN
, (24)

N ≡
∥

∥

∥

∥

αN

β
+ 1

∥

∥

∥

∥

, (25)

where ‖.‖ is integer part of statement, then

∫

Γ

F (x)dx = h

N
∑

j=−N

F (xj)

φ′(xj)
+O

(

e−(παdN)1/2
)

. (26)

Theorems 1 and 2 can be used to approximate
the integrals that arise in the formulation of the
discrete systems.

2.2. Discrete solutions scheme for

hyperbolic PDEs

In ordinary differential equations

Lu = f, (27)

on Γ1, sinc solution is assumed as an approximate
solution um in the form of series whichm = 2N+1
terms

um(z) =
N
∑

j=−N
cjS(j, h) ◦ φ(z). (28)

The coefficients {cj}Nj=−N are determined by or-

thogonalizing the residual Lu− f with respect to
the sinc basis functions {Sj}Nj=−N where Sj(z) =

S(j, h) ◦ φ(z). An inner product for two contin-
uous function such as f1 and f2 can be given by
the following formula

〈f1, f2〉 =
∫

Γ
f1f2wdz, (29)

where w is the weight function and chosen de-
pending on boundary conditions. If we implement
above inner product rule in orthogonalization this
yields the discrete sinc-Galerkin system

∫

Γ
(Lum − f) (z)S(k, h) ◦ φ(z) · w(z)dz = 0,

−N ≤ k ≤ N. (30)

Now, we are going to derive discrete sinc-Galerkin
system for PDEs. Let we assume umz ,mt is the
approximate solution of equation (1). Then, the
discrete system takes the following form

umz ,mt(z, t) =
N
∑

j=−N

N
∑

k=−N
cjkS(j, h) ◦ φ(z)

· S(k, h) ◦ γ(t). (31)

The coefficients {cjk}Nj,k=−N are determined by

orthogonalizing the residual Lumz ,mt − f with re-

spect to the sinc basis functions {SjSk}Nj,k=−N
where SjSk(z, t) = S(j, h) ◦ φ(z)S(k, h) ◦ γ(t) for
−N ≤ j, k ≤ N. In this case the inner product
takes the following form

〈f1, f2〉 =
∫

Γt

∫

Γz

f1(z, t)f2(z, t)w(z, t)dzdt. (32)
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The choice of the weight function w(z, t) in the
double integrand depends on the boundary con-
ditions, the domain, and the partial differential
equation. Therefore the discrete Galerkin system
is

∫

Γt

∫

Γz

(Lumzmt − f) (z, t) · S(j, h) ◦ φ(z)

· S(k, h) ◦ γ(t) · w(z, t)dzdt = 0. (33)

2.3. Matrix representation of the

derivatives of sinc basis functions at

nodal points

The sinc-Galerkin method actually requires the
evaluated derivatives of sinc basis functions at
the sinc nodesz = zj . The rth derivative of
Sk(z) = S(k, h) ◦ φ(z)with respect toφ, evaluated
at the nodal point zj is denoted by

1

hr
δ
(r)
jk =

dr

dφr
(S(k, h) ◦ φ(z))

∣

∣

∣

∣

z=zj .

(34)

Here, for each k and j can be stored in a

matrixI(r) =
[

δ
(r)
jk

]

. For r = 0, 1, 2, ...

I(0) = δ
(0)
jk = [S(j, h) ◦ φ(x)]|x=xk

=

{

1, k = j
0, k 6= j,

(35)

I(1) = δ
(1)
jk = h

d

dφ
[S(j, h) ◦ φ(x)]

∣

∣

∣

∣

x=xk

=

{

0, k = j
(−1)k−j

(k−j) , k 6= j,
(36)

I(2) = δ
(2)
jk = h

d2

dφ2
[S(j, h) ◦ φ(x)]

∣

∣

∣

∣

x=xk

=

{

−π2

3 , k = j
−2(−1)k−j

(k−j)2 , k 6= j,
(37)

where

I(0)m =















1 0 0 ... 0
0 1 0 ... 0
0 0 1 ... 0

: : :
. . . :

0 0 0 ... 1















=
[

δ
(0)
jk

]

, (38)

I(1)m =















0 −1 1
2 ... 1

2N
1 0 −1 ... − 1

2N−1

−1
2 1 0 ... 1

2N−2

: : :
. . . :

− 1
2N

1
2N−1

1
2N−2 ... 0















=
[

δ
(1)
jk

]

, (39)

I
(2)
m =



















−

π2

3
2
12

−

2
22

... −

2
(2N)2

2
12

−

π2

3
2
12

... 2
(2N−1)2

−

2
22

2
12

−

π2

3
... −

2
(2N−2)2

: : :
. . . :

−

2
(2N)2

2
(2N−1)2

−

2
(2N−2)2

... −

π2

3



















=
[

δ
(2)
jk

]

. (40)

The chain rule has been used for the z-derivative
of product sinc functions. For example, when
Sj(z) = S(j, h) ◦ φ(z);

d (Sj(z)w(z))

dz
=

(

dSj(z)

dφ(z)
· dφ(z)
dz

)

w(z)

+ Sj(z)
dw(z)

dz
(41)

=
dSj(z)

dφ
φ′(z)w(z) + Sj(z)w

′(z),

and

d2 (Sj(z)w(z))

dz2
=

d

dz

(

dSj(z)

dφ
φ′(z)w(z) + Sj(z)w

′(z)

)

=
d2Sj(z)

dφ2
(φ′(z))

2
w(z) +

dSj(z)

dφ
φ′′(z)w(z) (42)

+ 2 · dSj(z)

dφ
φ′(z)w′(z) + Sj(z)w

′′(z).

Now, we are going to develop discrete form for
the equation (1). We choose for special case the
parameters as follows for the spatial dimension:

φ(z) = ln
(

z
1−z

)

,

wX(z) =
1

φ′(z) ,
1

φ′(z) = z(1− z),











(43)

and for the temporal space as;

γ(t) = ln (t) ,
wT (t) =

1
γ′(t) ,

1
γ′(t) = t.











(44)
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The discrete form of equation (1) can be given the
following form

〈Lu− F, SkSl〉 =
∫

Γt

∫

Γz

(Lu− F )S(k, h) ◦ φ(z)

· wX(x)S(l, s) ◦ γ(t) · wT (t)dzdt

=

∫

Γt

∫

Γz

(utt − uxx − F )S(k, h) ◦ φ(z)

· wX(x)S(l, s) ◦ γ(t) · wT (t)dzdt. (45)

We solve this by taking our approximating basis
functions to be































Sk(x) = wXS(k, h) ◦ φ(x),
wX = 1

φ′(x) = x(1− x),

φ(x) = ln( x
1−x),

Sl(t) = wTS(l, s) ◦ γ(t),
wT = 1

γ′(t) = t,

γ(t) = ln(t).

(46)

If we apply sinc-quadrature rules on the definite
integral given (45) by using (46) we can get a
matrix system. For this purpose, let Am(u) be
a diagonal matrix, whose diagonal elements are
u(x−N ), u(x−N+1), ..., u(xN ) and non-diagonal el-
ements are zero. Then (45) reproduces following
matrixes accordingly:

C =













A1

A2

A3

A4

A5













(47)

where

A1 = c−N,−N c−N,−N+1 c−N,−N+2 . . . c−N,N ,

A2 = c−N+1,−N c−N+1,−N+1 c−N+1,−N+2 . . . c−N+1,N ,

A3 = c−N+2,−N c−N+2,−N+1 c−N+2,−N+2 . . . c−N+2,N ,

A4 =
...

...
...

. . .
...,

A5 = cN,−N cN,−N+1 cN,−N+2 . . . cN,N ,

and























B = −2hI
(0)
m (Am(wX)) + I

(1)
m (Am(w

′
X)) +

I
(2)
m

h ,

G = Am(wT )
[

sI
(0)
m − I1m

]

,

D = hAm(
wX

φ′ ),

E = sAm(
wT

γ′ ).

(48)

Also, for the right side function F given equation
(1) can be written as following matrix form;

F =













B1

B2

B3

B4

B5













(49)

where

B1 = F−N,−N F−N,−N+1 F−N,−N+2 . . . F−N,N ,

B2 = F−N+1,−N F−N+1,−N+1 F−N+1,−N+2 . . . F−N+1,N ,

B3 = F−N+2,−N F−N+2,−N+1 F−N+2,−N+2 . . . F−N+2,N ,

B4 =
...

...
...

. . .
...,

B5 = FN,−N FN,−N+1 FN,−N+2 . . . FN,N ,

Therefore, we arrive at a matrix system for equa-
tion (1) as follows:

D−1BC + CGE−1 = F (50)

Finally, by using Maple Computer Algebra Soft-
ware, the matrix system (50) can be solved by
using LU or QR decomposition method and can
be found unknown coefficients. After calculation
of C we get approximate solution as follows:

ux,t =

N
∑

j=−N

N
∑

k=−N

cjkS(j, h)◦φ(x)·S(k, h)◦γ(t). (51)

3. Numerical Examples

In this section, the presented method will be
tested on two different problems.

Example 1. The following hyperbolic equation
given

∂2

∂t2
u (x, t)− ∂2

∂x2
u (x, t) = f(x, t), (52)

where

f (x, t) =
e−t

(

A+ t2
(

12− 11x− 8x2 + 4x3
))

4
√
t
√
1− x

,

and A = 3(−1 + x)2x− 12t(−1 + x)2x.

The exact solution of equation (52) given as fol-
lows

u (x, t) = t3/2e−tx(1− x)3/2. (53)

For the equation (52), we choose sinc components
here in below:
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h = s = 0.75√
N
, xk =

ekh

1+ekh
, tl = esl, φ(x) = ln

(

x
1−x

)

,

γ(t) = ln(t), wX = 1
φ′(x) , wT = 1

γ′(t) .

(54)

In the light of the above parameters, the numeri-
cal results obtained by SGM for equation (52) are
indicated in Table 2 and Table 3. Moreover, the
graphs of the exact and the approximate solutions
for different values are showed in Figure 4, 5 and
Figure 6.

Table 2. Numerical results for N = 5.

t x Exact
Sol.

Num.
Sol.

Error

0.03 0.3 0.000885 0.002565 0.001679
0.6 0.000765 0.001809 0.001044
0.9 0.000143 0.001596 0.001453

0.06 0.3 0.002431 0.014390 0.011958
0.6 0.002100 0.014650 0.012549
0.9 0.000393 0.005685 0.005291

0.09 0.3 0.004335 0.018336 0.014000
0.6 0.003745 0.017395 0.013649
0.9 0.000702 0.007839 0.007137

Table 3. Numerical results for N = 20.

t x Exact
Sol.

Num.
Sol.

Error

0.03 0.3 0.000885 0.001020 0.000134
0.6 0.000765 0.000474 0.000291
0.9 0.000143 −0.000060 0.000203

0.06 0.3 0.002431 0.002705 0.000273
0.6 0.002100 0.001608 0.000492
0.9 0.000393 0.000033 0.000360

0.09 0.3 0.004335 0.004734 0.000399
0.6 0.003745 0.003049 0.000695
0.9 0.000702 0.000186 0.000515

Figure 4. Numerical Simulation of
equation (52) according to N = 5.

Figure 5. Numerical Simulation of
equation (52) according to N = 20.

Figure 6. Graph of exact solution of
equation (52).

Example 2. The following hyperbolic equation
given

∂2

∂t2
u (x, t)− ∂2

∂x2
u (x, t) = f(x, t), (55)

where

f (x, t) = e−t
(

B + t2
(

2 + x− x2
))

,

and B = −2 (−1 + x)x+ 4t (−1 + x)x.

The exact solution of equation (55) given as fol-
lows

u (x, t) = e−tt2 (1− x)x. (56)

For the equation (55), we choose sinc components
here in below:

h = s =
0.75√
N
, xk =

ekh

1 + ekh
, tl = esl,

φ(x) = ln

(

x

1− x

)

, γ(t) = ln(t), wX =
1

φ′(x)
,

wT =
1

γ′(t)
. (57)

According to the above parameters, the numeri-
cal solutions which are obtained by using the sinc-
Galerkin method for equation (55) are presented
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in Table 4 and Table 5 for different values. Also
the graphs of exact and approximate solutions for
different values are presented in Figure 7, 8 and
Figure 9.

Table 4. Numerical results for N = 5.

t x Exact
Sol.

Num. Sol. Error

0.03 0.3 0.000183 0.000078 0.000104
0.6 0.000209 −0.0023475 0.002556
0.9 0.000078 0.001439 0.001360

0.06 0.3 0.000711 0.003170 0.002458
0.6 0.000813 0.000211 0.000601
0.9 0.000305 0.003259 0.002954

0.09 0.3 0.001554 0.003741 0.002187
0.6 0.001776 −0.002408 0.004185
0.9 0.000666 0.005409 0.004743

Table 5. Numerical results for N = 20.

t x Exact
Sol.

Num. Sol. Error

0.03 0.3 0.000183 0.000180 2.86× 10−6

0.6 0.000209 0.000203 5.75× 10−6

0.9 0.000078 0.000077 1.52× 10−6

0.06 0.3 0.000711 0.000711 5.46× 10−7

0.6 0.000813 0.000811 2.43× 10−6

0.9 0.000305 0.000304 4.24× 10−7

0.09 0.3 0.001554 0.001554 5.03× 10−7

0.6 0.001776 0.001777 1.12× 10−6

0.9 0.000666 0.000666 2.11× 10−7

Figure 7. Numerical Simulation of
equation (55) according to N = 5.

Figure 8. Numerical Simulation of
equation (55) according to N = 20.

Figure 9. Graph of exact solution of
equation (55).

4. Conclusion

The SGM is operated to determine the approx-
imate solutions of second order PDEs. Accord-
ing to the obtained results in numerical exam-
ples, sinc-Galerkin method seems to be an effi-
cient method in the sense that selection parame-
ters and changing boundary conditions and also
giving different problems to the algorithms. The
accuracy of the solutions can be developed by in-
creasing the number of grid points N. In this work,
we improve a powerful algorithm for the solution
with SGM via Maple. Various PDEs are solved
in means of our technique in less than 20 seconds.
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1. Introduction 

Convexity theory has appeared as a powerful 

technique to study a wide class of unrelated problems 

in pure and applied sciences. It is well known that 

theory of convex sets and convex functions play an 

important role in mathematics and the other pure and 

applied sciences. 
 

Definition 1. A function 𝑓: 𝐼 ⊆ ℝ → ℝ  is said to be 

convex if the inequality 

 

𝑓(𝑡𝑥 + (1 − 𝑡)𝑦) ≤ 𝑡𝑓(𝑥) + (1 − 𝑡)𝑓(𝑦) 

 

is valid for all 𝑥, 𝑦 ∈ 𝐼 and 𝑡 ∈ [0,1]. If this inequality 

reverses, then 𝑓 is said to be concave on interval 𝐼 ≠
∅. This definition is well known in the literature. 

 

The research of beautiful inequalities which have 

symmetry is very interesting 

and important to Analysis and PDE. A well-known 

example is the famous Hermite-Hadamard inequality 

which was first published in [1]. 

   

If 𝑓: 𝐼 → ℝ  is a convex function on the interval 𝐼, then 

for any 𝑎, 𝑏 ∈ 𝐼 with 𝑎 ≠ 𝑏 we have the following 

double inequality 

 

𝑓 (
𝑎 + 𝑏

2
) ≤

1

𝑏 − 𝑎
∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤
𝑓(𝑎) + 𝑓(𝑏)

2
    (1) 

 

This double inequality is known as Hermite-

Hadamard integral inequality for convex functions in 

the literature. Note that some of the classical 

inequalities for means can be derived from (1) for 

appropriate particular selections of the mapping 𝑓. 

Both inequalities hold in the reversed direction if 

mapping 𝑓 is concave.  

 

Definition 2. [2] Let 𝐼 ⊂ ℝ\{0} be a real interval. A 

function 𝑓: 𝐼 → ℝ is said to be harmonically convex, if 

 

𝑓 (
𝑥𝑦

𝑡𝑥 + (1 − 𝑡)𝑦
) ≤ 𝑡𝑓(𝑦) + (1 − 𝑡)𝑓(𝑥) 

 

for all 𝑥, 𝑦 ∈ 𝐼 and 𝑡 ∈ [0,1]. If this inequality is 

reversed, then the function 𝑓 is said to be 

harmonically concave.  

 

Definition 3. [2] Let 𝑓: 𝐼 ⊆ ℝ\{0} → ℝ be a 

harmonically convex function and 𝑎, 𝑏 ∈ 𝐼 with 𝑎 <
𝑏, If 𝑓 ∈ 𝐿[𝑎, 𝑏] then the following inequalities hold: 

 

𝑓 (
2𝑎𝑏

𝑎 + 𝑏
) ≤

𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑥)

𝑥2
𝑑𝑥

𝑏

𝑎

≤
𝑓(𝑎) + 𝑓(𝑏)

2
     (2) 

mailto:imdati@yahoo.com
http://www.ams.org/msc/msc2010.html
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Definition 4. (Beta function) The beta function 

denoted by 𝛽(𝑚, 𝑛) is defined as 

 

𝛽(𝑚, 𝑛) = ∫ 𝑥𝑚−1(1 − 𝑥)𝑛−1𝑑𝑥

1

0

. 

 

Definition 5. (Hypergeometric function) [3] The 

hypergeometric function denoted by 𝐹12 (𝑎, 𝑏; 𝑐; 𝑧) is 

defined by the integral equality 

 

𝐹12 (𝑎, 𝑏; 𝑐; 𝑧) 

=
1

𝛽(𝑏, 𝑐 − 𝑏)
∫ 𝑡𝑏−1(1 − 𝑡)𝑐−𝑏−1

1

0

(1 − 𝑧𝑡)−𝑎𝑑𝑡,  

𝑐 > 𝑏 > 0, |𝑧| < 1. 
 

Definition 6. (𝑀-Lipschitz Condition) [4]  𝑓: 𝐼 → ℝ is 

said to satisfy the Lipschitz condition if there is a 

constant 𝑀 > 0 such that 

 
|𝑓(𝑥) − 𝑓(𝑦)| ≤ 𝑀|𝑥 − 𝑦|    ∀𝑥, 𝑦 ∈ 𝐼. 

 

Theorem 1. [4] If 𝑓: 𝐼 → ℝ is convex, then 𝑓 satisfies 

a Lipschitz condition on any closed interval [𝑎, 𝑏] 
contained in the interior 𝐼° of 𝐼. Consequently, 𝑓 is 

absolutely continuous on [𝑎, 𝑏] and continuous on 𝐼°. 

 

In [5], the inequalities related to left-hand side and 

right-hand side of the inequality (1) for Lipschitzian 

mappings as follow: 

 

Theorem 2. [5] Let 𝑓: 𝐼 ⊆ ℝ → ℝ be an 𝑀- 

Lipschitzian mapping on 𝐼 and 𝑎, 𝑏 ∈ 𝐼 with 𝑎 < 𝑏. 

Then we have the inequalities 

 

|𝑓 (
𝑎 + 𝑏

2
) −

1

𝑏 − 𝑎
∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

| ≤
𝑀

4
(𝑏 − 𝑎) 

 

and 

 

|
𝑓(𝑎) + 𝑓(𝑏)

2
−

1

𝑏 − 𝑎
∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

| ≤
𝑀

3
(𝑏 − 𝑎). 

 

Corollary 1. Let 𝑓: I ⊆ ℝ → ℝ be a convex and 

differentiable function on interval 𝐼 and 𝑎, 𝑏 ∈ 𝐼 with 

𝑎 < 𝑏 and 𝑀 = 𝑠𝑢𝑝𝑡∈[𝑎,𝑏]|𝑓
′(𝑡)| < ∞. Then we have 

the inequalities 

 

0 ≤
1

𝑏 − 𝑎
∫ 𝑓(𝑥)𝑑𝑥 − 𝑓 (

𝑎 + 𝑏

2
) ≤

𝑀

4
(𝑏 − 𝑎)

𝑏

𝑎

 

 

and 

 

0 ≤
𝑓(𝑎) + 𝑓(𝑏)

2
−

1

𝑏 − 𝑎
∫ 𝑓(𝑥)𝑑𝑥

𝑏

𝑎

≤
𝑀

3
(𝑏 − 𝑎) 

 

See [5-8] and references therein for more information 

about the Hadamard-type inequalities for the 

Lipschitzian functions. 

 

2. Main results 

In this section, we obtain some new inequalities 

related to integral means given in the inequalities (1) 

and (2) for Lipschitzian mappings. 

 

Theorem 3. Let 𝑓: 𝐼 ⊆ (0, ∞) → ℝ be an 𝑀-

Lipschitzian mapping on interval 𝐼 and 𝑎, 𝑏 ∈ 𝐼 with 

𝑎 < 𝑏. Then following inequality holds: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢

𝑏

𝑎

−
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

|

≤
𝑀(𝑏 − 𝑎)2

6𝑏
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
) 

 

Proof: Since 𝑓 is 𝑀-Lipschitzian function on interval 

𝐼, for ∀𝑥, 𝑦 ∈ [𝑎, 𝑏] 
 

|𝑓(𝑥) − 𝑓(𝑦)| ≤ 𝑀|𝑥 − 𝑦|. 
 

Here, for arbitrary 𝑡 ∈ [0,1], if we take 

 

𝑥 = 𝑡𝑏 + (1 − 𝑡)𝑎, 𝑦 =
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
 

 
then 

 

|𝑓[(𝑡𝑏 + (1 − 𝑡)𝑎] − 𝑓 (
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
)| 

≤ 𝑀 |(𝑡𝑏 + (1 − 𝑡)𝑎 −
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
| 

                                                                         

= 𝑀 |
𝑡2𝑎𝑏 + 𝑡(1 − 𝑡)(𝑏2 + 𝑎2) + (1 − 𝑡)2𝑎𝑏 − 𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
| 

=
𝑀𝑡(1 − 𝑡)(𝑏 − 𝑎)2

𝑡𝑎 + (1 − 𝑡)𝑏
. 

 

Consequently, we get the following inequality: 

 

|𝑓(𝑡𝑏 + (1 − 𝑡)𝑎 − 𝑓 (
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
)|

≤
𝑀𝑡(1 − 𝑡)(𝑏 − 𝑎)2

𝑏 − 𝑡(𝑏 − 𝑎)
 

 

If we take integral the last inequality on 𝑡 ∈ [0,1] and 

use property of modulus, we have 

 

|∫ 𝑓[𝑡𝑏 + (1 − 𝑡)𝑎]𝑑𝑡 − ∫ 𝑓 (
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
) 𝑑𝑡

1

0

1

0

| 

≤ ∫ |𝑓(𝑡𝑏 + (1 − 𝑡)𝑎 − 𝑓 (
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
)| 𝑑𝑡

1

0

 

≤ 𝑀(𝑏 − 𝑎)2 ∫
𝑡(1 − 𝑡)

𝑏 [1 − 𝑡 (1 −
𝑎
𝑏

)]
𝑑𝑡

1

0
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=
𝑀(𝑏 − 𝑎)2

𝑏
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
) 𝛽(2,2) 

 

If we make the change of variables 𝑢 = 𝑡𝑏 + (1 − 𝑡)𝑎 

and 𝑢 =
𝑎𝑏

𝑡𝑎+(1−𝑡)𝑏
 in the integrals on the left side of 

the last inequality respectively, we have the following 

inequality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

𝑏

𝑎

| 

≤
𝑀(𝑏 − 𝑎)2

6𝑏
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
) 

 

This completes the proof of theorem. 

 

Proposition 1. Let  𝑝 ∈ (1, ∞)\{2} and 𝑎, 𝑏 ∈ ℝ with 

0 < 𝑎 < 𝑏. Then 

 

|𝐿𝑝
𝑝

− 𝐺2𝐿𝑝−2
𝑝−2

| ≤
𝑝𝑏𝑝−2(𝑏 − 𝑎)2

6
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
), 

 

where 𝐺 = 𝐺(𝑎, 𝑏) and 𝐿𝑝 = 𝐿𝑝(𝑎, 𝑏) are geometric 

and 𝑝-logarithmic means respectively. 

  

Proof: If the 𝑓(𝑥) = 𝑥𝑝 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 3, the inequality  

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢

𝑏

𝑎

−
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
∫ 𝑢𝑝𝑑𝑢

𝑏

𝑎

−
𝑎𝑏

𝑏 − 𝑎
∫

𝑢𝑝

𝑢2
𝑑𝑢

𝑏

𝑎

| 

 

is obtained. If the integral is calculated,  

 

|
1

𝑏 − 𝑎
∫ 𝑢𝑝𝑑𝑢

𝑏

𝑎

−
𝑎𝑏

𝑏 − 𝑎
∫

𝑢𝑝

𝑢2
𝑑𝑢

𝑏

𝑎

| 

= |
𝑏𝑝+1 − 𝑎𝑝+1

(𝑏 − 𝑎)(𝑝 + 1)
−

𝑎𝑏(𝑏𝑝−1 − 𝑎𝑝−1)

(𝑏 − 𝑎)(𝑝 − 1)
| 

= |𝐿𝑝
𝑝

− 𝐺2𝐿𝑝−2
𝑝−2

|. 

 

From Corollary 1, if 𝑀 = 𝑠𝑢𝑝𝑡∈[𝑎,𝑏]|𝑓
′(𝑡)| < ∞  is 

taken for the right side of the inequality, then 𝑀 =
𝑝𝑏𝑝−1. So, we get 

 

|𝐿𝑝
𝑝

− 𝑎𝑏𝐿𝑝−2
𝑝−2

| ≤
𝑝𝑏𝑝−2(𝑏 − 𝑎)2

6
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
). 

 

 

Proposition 2. Let 𝑝 ∈ (1, ∞)\{2} and 𝑎, 𝑏 ∈ ℝ with 

0 < 𝑎 < 𝑏. Then 

 

|𝐿−1 −
𝐴

𝐺2
| ≤

(𝑏 − 𝑎)2

6𝑏𝑎2
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
), 

 

where 𝐺 = 𝐺(𝑎, 𝑏), 𝐴 = 𝐴(𝑎, 𝑏)  and 𝐿 = 𝐿(𝑎, 𝑏) are 

geometric, arithmetic and logarithmic means 

respectively. 

 

Proof: If the 𝑓(𝑥) =
1

𝑥
 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 3, we have the following 

equality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢

𝑏

𝑎

−
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
∫ 𝑢−1𝑑𝑢

𝑏

𝑎

−
𝑎𝑏

𝑏 − 𝑎
∫ 𝑢−3𝑑𝑢

𝑏

𝑎

| 

= |𝐿−1 −
𝐴

𝐺2
|. 

 

Using the Corollary 1, if 𝑀 = 𝑠𝑢𝑝𝑡∈[𝑎,𝑏]|𝑓
′(𝑡)| < ∞  

is taken for the right side of the inequality, then 𝑀 =
1

𝑎2. So, we get 

 

|𝐿−1 −
𝐴

𝐺2
| ≤

(𝑏 − 𝑎)2

6𝑏𝑎2
𝐹12 (1,2; 4; 1 −

𝑎

𝑏
). 

 

Theorem 4. Let 𝑓: I ⊂ ℝ → ℝ be an 𝑀-Lipschitzian 

function on interval 𝐼 and 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐼 with 𝑎 ≤ 𝑥 <
𝑦 and 𝑎 < 𝑏. Then following inequality holds: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑓(𝑢)𝑑𝑢

𝑦

𝑥

𝑏

𝑎

|

≤
𝑀

2
[|𝑏 − 𝑦| + 𝑥 − 𝑎]. 

 

Proof: Since 𝑓 is an 𝑀-Lipschitzian function on 

interval 𝐼, for ∀𝑣, 𝑤 ∈ 𝐼 

 
|𝑓(𝑣) − 𝑓(𝑤)| ≤ 𝑀|𝑣 − 𝑤|. 

 

Here, for arbitrary 𝑡 ∈ [0,1], if we take 

 

𝑣 = 𝑡𝑏 + (1 − 𝑡)𝑎, 𝑤 = 𝑡𝑦 + (1 − 𝑡)𝑥, 
 

then 

 
|𝑓[𝑡𝑏 + (1 − 𝑡)𝑎] − 𝑓[𝑡𝑦 + (1 − 𝑡)𝑥]| 

≤ 𝑀|𝑡(𝑏 − 𝑦) + (1 − 𝑡)(𝑎 − 𝑥)| 

≤ 𝑀[𝑡|𝑏 − 𝑦| + (1 − 𝑡)|𝑎 − 𝑥|]. 

 

If we take integral the last inequality on 𝑡 ∈ [0,1] and 

use the property of modulus, we have 
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|∫ 𝑓[𝑡𝑏 + (1 − 𝑡)𝑎]𝑑𝑡 − ∫ 𝑓[𝑡𝑦 + (1 − 𝑡)𝑥]𝑑𝑡
1

0

1

0

| 

≤ |∫ (𝑓[𝑡𝑏 + (1 − 𝑡)𝑎] − 𝑓[𝑡𝑦 + (1 − 𝑡)𝑥])𝑑𝑡
1

0

| 

≤ ∫ |𝑓[𝑡𝑏 + (1 − 𝑡)𝑎] − 𝑓[𝑡𝑦 + (1 − 𝑡)𝑥]|𝑑𝑡
1

0

 

≤ 𝑀 ∫ [𝑡|𝑏 − 𝑦| + (1 − 𝑡)(𝑥 − 𝑎)]𝑑𝑡
1

0

. 

 

If we make the change of variables 𝑢 = 𝑡𝑏 + (1 − 𝑡)𝑎 

and 𝑢 =  𝑡𝑦 + (1 − 𝑡)𝑥 in the integrals on the left side 

of the last inequality respectively, we have the 

following inequality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑓(𝑢)𝑑𝑢

𝑦

𝑥

𝑏

𝑎

|

≤
𝑀

2
[|𝑏 − 𝑦| + 𝑥 − 𝑎]. 

 

This completes the proof of theorem. 

 

Proposition 3. Let 𝑝 > 1 and 𝑎, 𝑏, 𝑥, 𝑦 ∈ ℝ with 0 <
𝑎 ≤ 𝑥 < 𝑦  and 𝑎 < 𝑏. Then 

 

|𝐿𝑝(𝑎, 𝑏) − 𝐿𝑝(𝑥, 𝑦)| ≤  
𝑝𝑏𝑝−1

2
[|𝑏 − 𝑦| + 𝑥 − 𝑎], 

 

where 𝐿𝑝 = 𝐿𝑝(𝑎, 𝑏) is 𝑝-logarithmic mean.  

 

Proof: If the 𝑓(𝑥) = 𝑥𝑝 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 4, we have the following 

equality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑓(𝑢)𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
∫ 𝑢𝑝𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑢𝑝𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

= |
𝑏𝑝+1 − 𝑎𝑝+1

(𝑏 − 𝑎)(𝑝 + 1)
−

𝑦𝑝+1 − 𝑥𝑝+1

(𝑦 − 𝑥)(𝑝 + 1)
| 

= |𝐿𝑝(𝑎, 𝑏) − 𝐿𝑝(𝑥, 𝑦)| 

≤  
𝑝𝑏𝑝−1

2
[|𝑏 − 𝑦| + 𝑥 − 𝑎], 

 

where 𝑀 = 𝑝𝑏𝑝−1. 

 

Proposition 4. Let 𝑎, 𝑏, 𝑥, 𝑦 ∈ ℝ with 0 < 𝑎 ≤ 𝑥 < 𝑦  

and 𝑎 < 𝑏. Then 

 

|𝐿−1(𝑎, 𝑏) − 𝐿−1(𝑥, 𝑦)| ≤
1

2𝑎2
[|𝑏 − 𝑦| + 𝑥 − 𝑎], 

 

where 𝐿 = 𝐿(𝑎, 𝑏) is logarithmic mean. 

 

Proof: If the 𝑓(𝑥) =
1

𝑥
 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 4, we have the following 

equality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑓(𝑢)𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
∫

1

𝑥
𝑑𝑥 −

1

𝑦 − 𝑥
∫

1

𝑥
𝑑𝑥

𝑦

𝑥

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
𝑙𝑛

𝑏

𝑎
−

1

𝑦 − 𝑥
𝑙𝑛

𝑦

𝑥
| 

 = |𝐿−1(𝑎, 𝑏) − 𝐿−1(𝑥, 𝑦)|. 

 

From Corollary 1, since 𝑀 =
1

𝑎2, the following 

inequality 

 

|𝐿−1(𝑎, 𝑏) − 𝐿−1(𝑥, 𝑦)| ≤
1

2𝑎2
[|𝑏 − 𝑦| + 𝑥 − 𝑎] 

 

is obtained. 

 

Proposition 5. Let 𝑎, 𝑏, 𝑥, 𝑦 ∈ ℝ with 0 < 𝑎 ≤ 𝑥 < 𝑦  

and 𝑎 < 𝑏. Then 

 

|
𝑒𝑏 − 𝑒𝑎

𝑏 − 𝑎
−

𝑒𝑦 − 𝑒𝑥

𝑦 − 𝑥
| ≤

𝑒𝑏

2
[|𝑏 − 𝑦| + 𝑥 − 𝑎]. 

 

Proof: If the 𝑓(𝑥) = 𝑒𝑥 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 4, we have the following 

inequality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑓(𝑢)𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
∫ 𝑒𝑢𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑒𝑢𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

= |
𝑒𝑏 − 𝑒𝑎

𝑏 − 𝑎
−

𝑒𝑦 − 𝑒𝑥

𝑦 − 𝑥
| 

≤
𝑒𝑏

2
[|𝑏 − 𝑦| + 𝑥 − 𝑎]. 

 

Proposition 6. Let 𝑎, 𝑏, 𝑥, 𝑦 ∈ ℝ with 0 < 𝑎 ≤ 𝑥 < 𝑦  

and 𝑎 < 𝑏. Then 

 

|𝑙𝑛𝐼(𝑥, 𝑦) − 𝑙𝑛𝐼(𝑎, 𝑏)| ≤
1

2𝑎
[|𝑏 − 𝑦| + 𝑥 − 𝑎], 

 

where 𝐼 = 𝐼(𝑎, 𝑏) is identric mean. 

 

Proof: If the 𝑓(𝑥) = −𝑙𝑛𝑥 convex mapping defined 
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on interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 4, we have the following 

equality: 

 

|
1

𝑏 − 𝑎
∫ 𝑓(𝑢)𝑑𝑢 −

1

𝑦 − 𝑥
∫ 𝑓(𝑢)𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

= |
1

𝑏 − 𝑎
∫ −𝑙𝑛𝑢𝑑𝑢 −

1

𝑦 − 𝑥
∫ −𝑙𝑛𝑢𝑑𝑢

𝑦

𝑥

𝑏

𝑎

| 

 

= |1 −
𝑙𝑛𝑏𝑏 − 𝑙𝑛𝑎𝑎

𝑏 − 𝑎
− (1 −

𝑙𝑛𝑦𝑦 − 𝑙𝑛𝑥𝑥

𝑦 − 𝑥
)| 

= |− [𝑙𝑛
1

𝑒
(

𝑏𝑏

𝑎𝑎
)

1
𝑏−𝑎

] + [𝑙𝑛
1

𝑒
(

𝑦𝑦

𝑥𝑥
)

1
𝑦−𝑥

]| 

= |𝑙𝑛𝐼(𝑥, 𝑦) − 𝑙𝑛𝐼(𝑎, 𝑏)|. 

 

From Corollary 1, since 𝑀 =
1

𝑎
, the following 

inequality 

 

|𝑙𝑛𝐼(𝑥, 𝑦) − 𝑙𝑛𝐼(𝑎, 𝑏)| ≤
1

2𝑎
[|𝑏 − 𝑦| + 𝑥 − 𝑎]. 

 

Theorem 5. Let 𝑓: I ⊂ (0, ∞) → ℝ be an 𝑀-

Lipschitzian function on interval 𝐼 and 𝑎, 𝑏, 𝑥, 𝑦 ∈ 𝐼 

with 𝑎 ≤ 𝑥 < 𝑦 and 𝑎 < 𝑏. Then following inequality 

holds: 

 

|
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

−
𝑥𝑦

𝑦 − 𝑥
∫

𝑓(𝑢)

𝑢2
𝑑𝑢 

𝑦

𝑥

| 

≤
𝑀

𝑏 − 𝑎
{𝑎𝑥|𝑏 − 𝑦|[𝑏𝐿−1(𝑎𝑦, 𝑏𝑥) − 𝐿−1(𝑥, 𝑦)] 

+𝑏𝑦|𝑎 − 𝑥|[𝐿−1(𝑥, 𝑦) − 𝑎𝐿−1(𝑎𝑦, 𝑏𝑥)]} 

 

Proof: Since 𝑓 is an 𝑀-Lipschitzian function on 

interval 𝐼, for ∀𝑣, 𝑤 ∈ 𝐼 

 

|𝑓(𝑣) − 𝑓(𝑤)| ≤ 𝑀|𝑣 − 𝑤|. 
 

Here, for arbitrary 𝑡 ∈ [0,1], if we take 

 

𝑣 =
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
, 𝑤 =

𝑥𝑦

𝑡𝑥 + (1 − 𝑡)𝑦
 

 

then 

 

|𝑓 (
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
) − 𝑓 (

𝑥𝑦

𝑡𝑥 + (1 − 𝑡)𝑦
)| 

≤ 𝑀 |
𝑎𝑏

𝑡𝑎 + (1 − 𝑡)𝑏
−

𝑥𝑦

𝑡𝑥 + (1 − 𝑡)𝑦
| 

≤ 𝑀
𝑡𝑎𝑥|𝑏 − 𝑦| + (1 − 𝑡)𝑏𝑦|𝑎 − 𝑥|

[𝑡𝑎 + (1 − 𝑡)𝑏][𝑡𝑥 + (1 − 𝑡)𝑦]
. 

If we take integral the last inequality on 𝑡 ∈ [0,1] and 

use the property of modulus and changing variable,  

we have 

 

|
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

−
𝑥𝑦

𝑦 − 𝑥
∫

𝑓(𝑢)

𝑢2
𝑑𝑢 

𝑦

𝑥

| 

≤ 𝑀 {𝑎𝑥|𝑏 − 𝑦| ∫
𝑡

[𝑡𝑎 + (1 − 𝑡)𝑏][𝑡𝑥 + (1 − 𝑡)𝑦]
𝑑𝑡

1

0

 

+ 𝑏𝑦|𝑎 − 𝑥| ∫
1 − 𝑡

[𝑡𝑎 + (1 − 𝑡)𝑏][𝑡𝑥 + (1 − 𝑡)𝑦]
𝑑𝑡

1

0

} 

= 𝑀 {𝑎𝑥|𝑏 − 𝑦| ∫
𝑡𝑑𝑡

[𝑏 + 𝑡(𝑎 − 𝑏)][𝑦 + 𝑡(𝑥 − 𝑦)]

1

0

+ 𝑏𝑦|𝑎 − 𝑥| ∫
𝑡

[𝑎 + 𝑡(𝑏 − 𝑎)][𝑥 + 𝑡(𝑦 − 𝑥)]
𝑑𝑡

1

0

} 

≤ {
𝑎𝑥|𝑏 − 𝑦|

(𝑏 − 𝑎)(𝑦 − 𝑥)
∫

𝑡𝑑𝑡

[𝑡 +
𝑏

𝑎 − 𝑏
] [𝑡 +

𝑦
𝑥 − 𝑦

]
 

1

0

 

+
𝑏𝑦|𝑎 − 𝑥|

(𝑏 − 𝑎)(𝑦 − 𝑥)
∫

𝑡𝑑𝑡

[𝑡 +
𝑎

𝑏 − 𝑎
] [𝑡 +

𝑥
𝑦 − 𝑥

]

1

0

}      (2) 

 

If the integrals in (2) are calculated, we get 

 

∫
𝑡

[𝑡 +
𝑏

𝑎 − 𝑏
] [𝑡 +

𝑦
𝑥 − 𝑦

]
𝑑𝑡

1

0

 

=
1

(𝑏 − 𝑎)(𝑦 − 𝑥)
[𝑙𝑛

𝑥

𝑦
+

𝑏(𝑦 − 𝑥)

𝑎𝑦 − 𝑏𝑥
𝑙𝑛

𝑎𝑦

𝑏𝑥
] 

=
1

𝑏 − 𝑎
[𝑏𝐿−1(𝑎𝑦, 𝑏𝑥) − 𝐿−1(𝑥, 𝑦)],                         (3) 

 

and 

 

∫
𝑡

[𝑡 +
𝑎

𝑏 − 𝑎
] [𝑡 +

𝑥
𝑦 − 𝑥

]
𝑑𝑡

1

0

 

=
1

𝑏 − 𝑎
[𝐿−1(𝑥, 𝑦) − 𝑎𝐿−1(𝑎𝑦, 𝑏𝑥)].       (4) 

 

By substituting (3) and (4) in (2), desired result can be 

obtained. 

 

            This completes the proof of theorem. 

 

Proposition 7. Let  𝑝 ∈ (1, ∞)\{2} and 𝑎, 𝑏 ∈ ℝ with 

0 < 𝑎 < 𝑏. Then 

 

|𝐺2(𝑎, 𝑏)𝐿𝑝−2
𝑝−2

(𝑎, 𝑏) − 𝐺2(𝑥, 𝑦)𝐿𝑝−2
𝑝−2

(𝑥, 𝑦)| 

≤
𝑝𝑏𝑝−1

𝑏 − 𝑎
{𝑎𝑥|𝑏 − 𝑦|[𝑏𝐿−1(𝑎𝑦, 𝑏𝑥) − 𝐿−1(𝑥, 𝑦)] 
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+𝑏𝑦|𝑎 − 𝑥|[𝐿−1(𝑥, 𝑦) − 𝑎𝐿−1(𝑎𝑦, 𝑏𝑥)]}, 

 

where 𝐺 = 𝐺(𝑎, 𝑏), 𝐿𝑝 = 𝐿𝑝(𝑎, 𝑏) and 𝐿 = 𝐿(𝑎, 𝑏)are 

geometric, 𝑝-logarithmic and logarithmic means 

respectively. 

 

Proof: If the𝑓(𝑥) = 𝑥𝑝 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 5, we have the following 

equality: 

 

|
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

−
𝑥𝑦

𝑦 − 𝑥
∫

𝑓(𝑢)

𝑢2
𝑑𝑢 

𝑦

𝑥

| 

= |
𝑎𝑏

𝑏 − 𝑎
∫

𝑢𝑝

𝑢2
𝑑𝑥

𝑏

𝑎

−
𝑥𝑦

𝑦 − 𝑥
∫

𝑢𝑝

𝑢2
𝑑𝑥 

𝑦

𝑥

| 

= |
𝑎𝑏(𝑏𝑝−1 − 𝑎𝑝−1)

(𝑏 − 𝑎)(𝑝 − 1)
−

𝑥𝑦(𝑥𝑝−1 − 𝑦𝑝−1)

(𝑦 − 𝑥)(𝑝 − 1)
| 

 

From Corollary 1, since 𝑀 = 𝑝𝑏𝑝−1, the following 

inequality 

 

|
𝑎𝑏(𝑏𝑝−1 − 𝑎𝑝−1)

(𝑏 − 𝑎)(𝑝 − 1)
−

𝑥𝑦(𝑥𝑝−1 − 𝑦𝑝−1)

(𝑦 − 𝑥)(𝑝 − 1)
| 

= |𝐺2(𝑎, 𝑏)𝐿𝑝−2
𝑝−2

(𝑎, 𝑏) − 𝐺2(𝑥, 𝑦)𝐿𝑝−2
𝑝−2

(𝑥, 𝑦)| 

≤
𝑝𝑏𝑝−1

𝑏 − 𝑎
{𝑎𝑥|𝑏 − 𝑦|[𝑏𝐿−1(𝑎𝑦, 𝑏𝑥) − 𝐿−1(𝑥, 𝑦)] 

+𝑏𝑦|𝑎 − 𝑥|[𝐿−1(𝑥, 𝑦) − 𝑎𝐿−1(𝑎𝑦, 𝑏𝑥)]} 

 

Proposition 8. Let 𝑝 ≥ 1 and 𝑎, 𝑏 ∈ ℝ with 0 < 𝑎 <
𝑏. Then 

 
|𝐻−1(𝑎, 𝑏) − 𝐻−1(𝑥, 𝑦)| 

≤
1

𝑎2(𝑏 − 𝑎)
{𝑎𝑥|𝑏 − 𝑦|[𝑏𝐿−1(𝑎𝑦, 𝑏𝑥) − 𝐿−1(𝑥, 𝑦)] 

+𝑏𝑦|𝑎 − 𝑥|[𝐿−1(𝑥, 𝑦) − 𝑎𝐿−1(𝑎𝑦, 𝑏𝑥)]}, 

 

where 𝐻 = 𝐻(𝑎, 𝑏) and 𝐿 = 𝐿(𝑎, 𝑏) are harmonic and 

logarithmic means respectively. 

 

Proof: If the 𝑓(𝑥) =
1

𝑥
 convex mapping defined on 

interval [𝑎, 𝑏] is applied to the left side of the 

inequality in Theorem 5, we have the following 

equality: 

 

|
𝑎𝑏

𝑏 − 𝑎
∫

𝑓(𝑢)

𝑢2
𝑑𝑢

𝑏

𝑎

−
𝑥𝑦

𝑦 − 𝑥
∫

𝑓(𝑢)

𝑢2
𝑑𝑢 

𝑦

𝑥

| 

= |
𝑎𝑏

𝑏 − 𝑎
∫

1
𝑥

𝑥2
𝑑𝑥

𝑏

𝑎

−
𝑥𝑦

𝑦 − 𝑥
∫

1
𝑥

𝑥2
𝑑𝑥 

𝑦

𝑥

| 

 

So, we get 

 
|𝐻−1(𝑎, 𝑏) − 𝐻−1(𝑥, 𝑦)| 

≤
1

𝑎2(𝑏 − 𝑎)
{𝑎𝑥|𝑏 − 𝑦|[𝑏𝐿−1(𝑎𝑦, 𝑏𝑥) − 𝐿−1(𝑥, 𝑦)] 

+𝑏𝑦|𝑎 − 𝑥|[𝐿−1(𝑥, 𝑦) − 𝑎𝐿−1(𝑎𝑦, 𝑏𝑥)]}. 

 

3. Conclusions 

In this paper, some new type integral inequalities 

related to the differences between the two different 

types of integral averages for Lipschitzian functions 

are obtained. The significance of the obtained 

inequalities is that: some approaches of the same type 

averages to each other at different points are given in 

here first time. Similar studies can also be obtained for 

fractional integrals. 
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Lactic acid fermented vegetables are important sources of vitamins and miner-
als. In recent years consumers demand for non-dairy based functional products
has increased. Cabbage pickle has high enough concentrations of fiber and also
it may show health effect with the containing high numbers of lactic acid bacte-
ria. The aim of this study is to optimize mathematically cabbage-carrot pickle
fermentation for the viability of Lactobacillus acidophilus, Lactobacillus casei

cultures and the sensory scores in brine with 5% and 7% (w/v) salt concentra-
tions. Viability optimization of lactic acid bacteria is done via the notion of
“fuzzy soft set” method. Lb. casei, Lb. acidophilus, total lactic acid bacteria,
Enterobacteriaceae sp., yeast-mould counts and pH values have been reported
during the 30 days of storage. The results are compared with the control tradi-
tional fermented cabbage-carrot pickle. Organoleptic properties are evaluated.
We conclude that the fermented pickle samples contain a significant number of
beneficial lactic acid bacteria and high sensory marks at the end of the storage.
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1. Introduction

Nowadays consumers pay a lot of attention to the
relation between food and health. The market
for foods with health promoting properties called
functional foods has shown remarkable growth
over the last years. In this context, functional
foods have received considerable attention in re-
cent years [1].

Functional lactic acid bacteria can reduce the
number of undesired microorganisms in vegetable
products [2]. It has some functions on antibiotic-
associated diarrhea and immune system functions
[3]. Lb. acidophilus and Lb. casei produce lactic
acid as the main end product of fermentation. In
addition, lactic acid bacteria produce hydrogen
peroxide, diacetyl and bacteriocin as antimicro-
bial substances. Lb. acidophilus strains can exert
anti-listerial bactericidal activity which could be

of great technological importance (see [3] and [4]
for more details). Also, Lb. casei decreased
the severity of infection with Salmonella enter-
ica serovar Typhimurium, a daily supplementa-
tion of Lb. acidophilus during post antibiotic
therapy reduced the extent of disruption to the
intestinal microbiota (see [3] and [5] for more de-
tails). These strains can prevent allergic disease,
reducing lactose intolerance, enhancing bioavail-
ability of nutrients. Researchers reported that Lb.
acidophilus (acidolin , acidophilin producer) into
the diet lowers the incidence of chemically induces
colon tumors in rats (see [3] and [6] for more de-
tails).

Vegetables are good sources of natural antioxi-
dants such as carotenoids, vitamins, minerals and
dietary fibers. Vegetables may be preserved by
fermentation, direct acidification, or a combina-
tion of other processing conditions and additives
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to yield products that are referred to as pick-
les. Cucumbers, cabbages, olives, peppers ac-
count for the largest volume and lesser quantities
of onions, tomatoes, cauliflowers, carrots, melon
rinds, okra, artichokes, beans etc. are also pick-
led. This method of food preservation has been
used for many centuries [7]. Fermented vegetables
are good sources of lactic acid bacteria (LAB).
Representatives of some important genera such as
Leuconostoc, Lactobacillus, Lactococcus and Pe-
diococcus are found in fermented vegetables. It
was reported that Leuconostoc sp. was the main
species in the early stages of fermentation, while
Lactobacillus sp. became predominant with the
pH value gradually falling to 4.0 [8]. Plant fibers
provide a promising alternative to suppress sys-
temic inflammation, to reduce the risk of devel-
oping other chronic diseases and to considerably
improve quality of life. Treatment with specific
lactic acid bacteria and plant fibers has shown a
unique ability to suppress inflammation in animal
models and to prevent destruction of tissues [9].

The usage of starter culture (Lactic acid bacteria
- LAB) performs food safety and causes rapid de-
crease of the pH. The controlled fermentation of
pickles reduces economic losses and leads to get
uniform quality product over a short period time.
In the last years, Lb. casei and Lb. acidophilus
were began to use in vegetable and fruit juice
based products such as tomato, cabbage, beet, or-
ange, pineapple, carrot, grape juices (see [10], [11]
and [12] for more details). The high salt levels are
used to select for naturally occurring, heterofer-
mentative and homofermentative lactic acid bac-
teria (LAB) to carry out the fermentation and
then to protect against spoilage after the active
fermentation period. However, health authori-
ties recommend a reduction of the salt content
in food and nowadays consumers of industrialised
countries demand low-salt foods for health rea-
sons (see [6], [13], [14] and [15] for more details).

In this study our aim is to establish the growth
prediction models under two different salinity con-
ditions (5% and 7% w/v) for two critical microor-
ganisms of Lb. casei and Lb. acidophilus in func-
tional pickled cabbage-carrot processing involved.
We analyze the obtained results using the notion
of a fuzzy soft set. There exist some applications
of the notions of “soft set” and “fuzzy soft set”
in many areas of science (see [16], [17], [18], [19]
and [20] for more details). This study is the first
application of the fuzzy soft set theory in food
engineering. By this approach, it can be easily
optimize the results by using appropriate param-
eters and degree of membership functions. We see

that this decision making method gives accurate
and adequate predicts.

2. Materials and methods

In this section we explain our approach and meth-
ods.

2.1. Pickle production

Cabbage and carrots were bought from a local
market in Balıkesir, Turkey. Cabbage outer leaves
were separated and after cut the halves, all pieces
shredded small pieces (about 2 × 2 × 0.02 cm3

dimensions), they washed with tap water before
treatment rinsed with a disinfectant (Surfcera-
Vegisafe, Japan) solution. Carrots were trimmed,
washed and cut into slices. After that cabbage
and carrot pieces were mixed and divided into the
groups and filled into the glass-jars.

5% and 7% of (w/v) NaCl were added in to
the tap water. Brine solutions were sterilized at
100◦C/20 min and cooled to 20◦ C. Garlic 10 g/lt,
Saccharose 5 g/lt, Grape vinegar 10 ml/lt were
added into the per jar and brine solution were
filled completely in pickle jars.

2.2. Bacterial cultures

Lactobacillus casei (NRRL B-1922) and Lacto-
bacillus acidophilus (NRRL B-4495) freeze-dried
strains were obtained from United States Depart-
ment of Agriculture, Illinois, US. They activated
in sterilized Liver Infusion Broth (Difco, US) and
then activated young culture (1010 cfu/ml) of
them added (5 ml/lt) into the pickle jars and
mixed homogeneously. Lactic acid bacteria were
not added into the control groups. Lb. casei and
Lb. acidophilus as starter cultures were inocu-
lated about 108/ml into the samples and the num-
ber of total lactic acid bacteria was 106/ml on raw
vegetables before the fermentation process. Lb.
casei is one of the normal microflora bacterium
in pickles and it was determined as < 2 log cfu/g
in control pickle groups. Lb. acidophilus was not
found in control pickles.

At first, pickles were incubated in 35◦C/8 h grow-
ing conditions for Lb. acidophilus and Lb.casei
(see [21] and [22] for more details) for developing
acidity. Then they were incubated at 20 ◦C/15
d [23] after that they stored in refrigerator at 4◦C.
Acidity, viable numbers of Lb. casei, Lb. aci-
dophilus, total lactic acid bacteria and yeast and
mould counts were determined in 1., 4., 10., 17.
and 30. days.
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2.3. Microbiological analysis

Samples were diluted in (1:10) in Buffered Pep-
tone Water (BPW) and homogenized for 20 s in

a stomacher (Bag mixer, Interscience, FR). Sub-
sequently, a decimal dilution series made in BPW
and enumeration was performed by pour plate or
spread plating techniques (see Table 1).

Table 1. Media and incubation conditions used for determining microorganism numbers.

Microorganism Media Incubation conditions

Total lactic acid bacteria numbers Man Rogosa Sharpe agar 30◦C/2-3 d

Lb. casei number MRS-Vancomycine agar 2
ml/l vancomycine (0.05 g
vancomycine/100 ml) in
MRS.

30◦ C/2-3 d

Lb. acidophilus number MRS-Sorbitol agar (10 ml,
10% (w/v), D-Sorbitol/90
ml agar)

35 ◦C/2-3 d

Enterobacteriaceae sp. Violet Red Bile Dextrose
Agar

37◦C/ 24 h

Yeast-Mold numbers Rose Bengal Agar 30 ◦C/3-5 d

2.4. Sensory analysis

After the 30 days of storage, the products were
sensorially evaluated for taste, odor, color, tex-
ture, and overall acceptability by a panel con-
sisting of 7 sensory experts. The panelists, who
have considerable background knowledge in sen-
sory evaluation, were selected from the staff, re-
searchers. The score given by the panel varied
from 1 (dislike extremely) to 5 (like extremely).
The sensory characteristics of odor, texture, and
taste were assessed on each test sample. Sensory
analysis of the pickle sample was evaluated ex-
plaining the following descriptors – salty, acidic
sourness, sweet acidic, smelly, bitter, kraut sulfur
flavor, raw cabbage flavor, discoloration, pleas-
ant aroma and overall acceptability. A sample
was considered as unacceptable for a sensory char-
acteristic if the score was less than 2.5 (see [24]
and [25] for more details).

2.5. Decision making via “Fuzzy Soft

Sets”

We optimize the lactic acid bacteria viability and
sensory acceptability in the production of white
cabbage-carrot pickle fermentation in different
salinity conditions by means of “fuzzy soft sets
” [26] modelling. At first, the membership func-
tions which through all of the results using MAT-
LAB (Matlab R 2015 a and Curve Fitting Tool-
box -Version 8.5, The Mathworks, Inc., Natick,
Massachusetts, United States) for pH, Lb. casei,
Lb. acidophilus, lactic acid bacteria and yeast–
mold numbers were constructed. It was used the
notion of “fuzzy soft set” to optimize the results.
To do this it was defined a universal set and a
parameter set. Fuzzy soft sets were obtained by
use of the membership functions, the universal set

and the parameter set. Finally, Table 3 was con-
structed using the values of membership functions
and matrix theory [18]. Using this table it can be
decided the most appropriate salt concentration
in pickles and compared with the sensory scores.

3. Results

In this section we present the obtained results.

3.1. Acidity results

The usage of the starter culture performs food
safety and causes rapid decrease of the pH. De-
cline of the pH resulted in all pickle samples with
5% and 7% salt (w/v) brine conditions. Rapid
increases of active culture in the pickles caused
optimum fermentation conditions and decreasing
of the pH.

3.2. Microbiological analysis results

In our study, Lb. casei in 7% (w/v) salt con-
centration was affected from low pH (3.32) and
high salt concentration conditions and the num-
bers were low (7.85 log cfu/gr) than the others at
the end of the storage (see Figures 1-4). At the
first day of fermentation Lb. casei numbers were
7.74 and 9.02 log cfu/g in pickles with 5% (w/v)
and 7% (w/v) brine solution, respectively. How-
ever, at the end of the storage Lb. casei numbers
were reached to 8.7 log cfu/g in pickles with 5%
(w/v) brine solution and 7.85 log cfu/g with 7%
(w/v) brine solution.
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Figure 1. Lb. casei numbers (log CFU/gr).

Figure 2. Lb. acidophilus numbers
(log CFU/gr).

Total lactic acid bacteria numbers were deter-
mined as max. 9.5 and 8.88 log cfu/g for Lb. ca-
sei and Lb. acidophilus, respectively on the 17th

day of storage of 7% (w/v) brine solutions. How-
ever, it was found that 8.66 and 8,72 log cfu/g
for Lb. casei and Lb. acidophilus numbers in 5%
(w/v) brine solutions in the same day. After the
30 days of storage Lb. casei numbers decreased
to 7.77 and 7.6 log cfu/g in 7% and 5% (w/v) salt
concentration brine, respectively (see Figure 3).

Figure 3. Total lactic acid bacteria
(LAB) numbers (log CFU/gr).

Moulds didn’t grow in any pickles. Only some
yeasts were observed. Yeast numbers showed a
sharply decline during the 30 days (see Figure 4).
Maximum yeast numbers were 5.16 log cfu/g in
Lb. casei containing pickles with 5% (w/v) salt
concentrations brine on the first day. Then, min-
imum yeast numbers were determined as 0.28 log
cfu/g in Lb. acidophilus containing pickles with

7% (w/v) salt concentrations brine on the 30th

day.

Figure 4. Total yeast numbers (log
CFU/gr) during the storage of pick-
les.

In research, Enterobacteriacea spp. were not de-
termined in pickles and it can be thought that
because of washing vegetables with a disinfectant
solution before treatments cause inhibition effects
on these groups of bacteria.

3.3. Sensory analysis results

From the Figure 5, we can see that the sensory
analysis results. Using these results we deduce
that the pickles with Lb. casei culture in 5%
salt concentration were preferred according to the
overall, colour, taste and odour quality properties.
But the texture of the pickles with 7% salt con-
centrations have higher scores than the others.

Figure 5. Sensory profile of pickle
samples during the storage of 30 days.

3.4. Microbial analysis via fuzzy soft sets

Now we analyze the obtained results using the no-
tion of “fuzzy soft set”. The notion of a fuzzy soft
set was introduced in [26] as follows:

Let U be a universal set, E be a set of parameters
and A ⊂ E. Let P (U) denotes the set of all fuzzy
subsets of U. Then a pair (F,A) is called a fuzzy
soft set over U, where F is mapping from A to
P (U).

Following algorithm can be presented for opti-
mization of the salt concentration :
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Step 1. Defining a universal set X and a param-
eter set E.

Step 2. Using MATLAB (Curve Fitting
Toolbox- 2015), choose appropriate functions
through all of the results obtained for ph, lc, la,
lab and ym, respectively.

Step 3. Using the functions chosen in Step 2,
define the membership functions for ph, lc, la, lab
and ym, respectively.

Step 4. Constructing the fuzzy soft sets
(Fx,i, Ei), i = 1 to 6 where x ∈ {1, 4, 10, 17, 30}.

Step 5. Computing the fuzzy soft sets (F30,i, Ei),
i = 1 to 6.

Step 6. Constructing a table of the fuzzy soft
sets (F30,i, Ei) and insert “0” or “1” for each Ei,
i = 1 to 6.

Step 7. Adding sensory scores column obtained
by a panel consisting of 7 sensory experts to the
above table.

Step 8. Making decision is the Ei, (i = 1 to 6)
which has the top score “1”.

Then, data can be established by fuzzy soft mod-
eling to optimize the results as follows:

It can be defined the following notations:

ph : pH value,
lc : Lb. casei number,
la : Lb. acidophilus number,
lab : Lactic acid bacteria numbers,
ym : Yeast - mold number,

and

E1 : Control %5,
E2 : Control %7,
E3 : Lb. casei %5,
E4 : Lb. casei %7,
E5 : Lb. acido %5,
E6 : Lb. acido %7.

A universal set and a parameter set were defined
as follows, respectively:

X = {ph, lc, la, lab, ym} ,

and

E = {E1, E2, E3, E4, E5, E6}.

Table 2. pH ± standard deviations (S.D.) of pickles during the storage at (1., 4., 7., 10., 17.
and 30. days) +4 ◦C.

Products 1 4 10 17 30

Control I 5% 3.44±0.4 3.47±0.5 3.40±0.4 3.35±0.2 3.34±0.8

Control II 7% 3.58±0.6 3.61±0.9 3.55±0.5 3.41±0.5 3.39±0.4

Lb.casei 5% 3.83±0.3 3.70±0.7 3.52±0.7 3.45±0.5 3.39±0.5

Lb. casei 7% 3.73±0.5 3.59±0.6 3.44±0.9 3.33±0.6 3.32±0.7

Lb. acidophilus 5% 3.62±0.7 3.55±0.3 3.48±0.6 3.40±0.4 3.36±0.2

Lb.acidophilus 7% 3.63±0.4 3.55±0.8 3.46±0.3 3.42±0.9 3.39±0.5

Appropriate functions such as phi, lci, lai, labi,
ymi were chosen using MATLAB (Curve Fitting
Toolbox- 2015) where i ∈ {1, 2, 3, 4, 5, 6}. Then
it was given membership functions for pH, Lb.
casei numbers, Lb. acidophilus numbers, lactic
acid bacteria numbers and yeast – mold numbers
as the following cases:

Case1: Using MATLAB – Curve Fitting Toolbox
and the results given in Table 2, following func-
tions for pH value (see Figure 6) were chosen:

ph1(x) = 0.0004x3 − 0.0068x2 + 0.0371x+ 3.4094,
ph2(x) = 0.0001x3 − 0.0030x2 + 0.0223x+ 3.5619,
ph3(x) = 0.0026x2 − 0.0580x+ 3.8882,
ph4(x) = 0.0017x2 − 0.0491x+ 3.7719,
ph5(x) = 0.0004x2 − 0.0205x+ 3.6352,
ph6(x) = 0.0015x2 − 0.0329x+ 3.6606,

where x ∈ {1, 4, 10, 17, 30}.

Figure 6. The graphics of the mem-
bership functions for pH value (the x-
axis represent the days and the y-axis
represent the pH values).

The following membership function was defined
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µ
ph
i (x) =

phi(x)

10n
,

for all i ∈ {1, 2, 3, 4, 5, 6}, where n is the number
of digits of the integer part of phi(x).

Case 2: By a similar way, using the results given
in Figure 1, following functions for Lb. casei num-
ber (see Figure 7) were chosen:

lc3(x) = −0.0010x3 + 0.0123x2 + 0.0656x

+ 7.6632,

lc4(x) = 0.0001x4 − 0.0049x3 + 0.0963x2

− 0.6350x+ 9.5735,

where x ∈ {1, 4, 10, 17, 30}.

Figure 7. The graphics of the mem-
bership functions for Lb. casei num-
ber (the x-axis represent the days and
the y-axis represent the Lb. casei
numbers).

The following membership function was defined

µlc
i (x) =

{

lci(x)
10n if i ∈ {3, 4}
0 if otherwise

,

for all i ∈ {1, 2, 3, 4, 5, 6}, where n is the number
of digits of the integer part of lci(x).

Case 3: Using the results given in Figure 2, fol-
lowing functions for Lb. acidophilus number were
chosen (see Figure 8):

la5(x) = 0.0001x4 − 0.0035x3 + 0.0657x2

− 0.3156x+ 7.7034,

la6(x) = 0.0002x4 − 0.0098x3 + 0.1760x2

− 0.9286x+ 7.9723,

where x ∈ {1, 4, 10, 17, 30}.

Figure 8. The graphics of the mem-
bership functions for Lb. acidophilus
number (the x-axis represent the days
and the y-axis represent the Lb. aci-
dophilus numbers).

The following membership function was defined

µla
i (x) =

{

lai(x)
10n if i ∈ {5, 6}
0 if otherwise

,

for all i ∈ {1, 2, 3, 4, 5, 6}, where n is the number
of digits of the integer part of lai(x).

Case 4: Using the results given in Figure 3, it
can be chosen the following functions for lactic
acid bacteria numbers (see Figure 9):

lab1(x) = 0.0023x3 − 0.0430x2 + 0.3338x+ 7.0369,
lab2(x) = −0.0028x3 + 0.0592x2 − 0.4768x+ 9.2904,
lab3(x) = 0.0001x4 − 0.0087x3 + 0.1778x2 − 1.2342x
+9.8350,
lab4(x) = −0.0008x3 + 0.0172x2 − 0.0160x+ 8.1396,
lab5(x) = 0.0001x4 − 0.0064x3 + 0.1315x2 − 0.9209x
+9.4857,
lab6(x) = 0.0001x4 − 0.0045x3 + 0.0891x2 − 0.6211x
+9.4065,

where x ∈ {1, 4, 10, 17, 30}.
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Figure 9. The graphics of the mem-
bership functions for lactic acid bacte-
ria numbers (the x-axis represent the
days and the y-axis represent the lac-
tic acid bacteria numbers).

The following membership function was defined

µlab
i (x) =

labi(x)

10n
,

for all i ∈ {1, 2, 3, 4, 5, 6}, where n is the number
of digits of the integer part of labi(x).

Case 5: Using the results given in Figure 4, the
following functions for yeast – mold numbers were
chosen (see Figure 10):

ym1(x) = 0.0001x4 − 0.0069x3 + 0.1173x2

− 0.9326x+ 6.0921,

ym2(x) = 0.0001x4 − 0.0073x3 + 0.1321x2

− 1.0078x+ 4.9329,

ym3(x) = 0.0004x4 − 0.0238x3 + 0.4215x2

− 2.7341x+ 7.4959,

ym4(x) = 0.0001x4 − 0.0086x3 + 0.1700x2

− 1.3615x+ 5.4800,

ym5(x) = 0.0010x3 + 0.0018x2 − 0.4209x+ 4.5682,

ym6(x) = −0.0001x4 + 0.0038x3 − 0.0392x2

− 0.3070x+ 4.7125,

where x ∈ {1, 4, 10, 17, 30}.

Figure 10. The graphics of the
membership functions for yeast and
mold numbers (the x-axis represent
the days and the y-axis represent the
yeast and mold numbers).

The following membership function was defined

µ
ym
i (x) =

ymi(x)

10n
,

for all i ∈ {1, 2, 3, 4, 5, 6}, where n is the number
of digits of the integer part of ymi(x).

The fuzzy soft sets (Fx,i, Ei), i = 1 to 6 were
constructed by considering the membership val-

ues µph
i (x), µlb

i (x), µ
la
i (x), µ

lab
i (x) and µ

ym
i (x). It

can be defined

(Fx,i, Ei) = Fi

=

{

ph

µ
ph
i (x)

,
lc

µlc
i (x)

,
la

µla
i (x)

,
lab

µlab
i (x)

,
ym

µ
ym
i (x)

}

,

where i ∈ {1, 2, 3, 4, 5, 6} and x ∈
{1, 4, 10, 17, 30}.

Now it can be investigated fuzzy soft sets for
x = 30 and i = 1 to 6.

(F30,1, E1) = F1(control %5)

=

{

ph

0.334
,
lc

0
,
la

0
,

lab

0.797
,
ym

0.52

}

.

(F30,2, E2) = F2(control %7)

=

{

ph

0.339
,
lc

0
,
la

0
,

lab

0.783
,
ym

0.67

}

.

(F30,3, E3) = F3(Lb.casei %5)

=

{

ph

0.339
,

lc

0.871
,
la

0
,

lab

0.876
,
ym

0.34

}

.
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(F30,4, E4) = F4(Lb.casei %7)

=

{

ph

0.332
,

lc

0.785
,
la

0
,

lab

0.777
,
ym

0.95

}

.

(F30,5, E5) = F5(Lb.acido %5)

=

{

ph

0.336
,
lc

0
,

la

0.818
,

lab

0.847
,
ym

0.66

}

.

(F30,6, E6) = F6(Lb.acido %7)

=

{

ph

0.339
,
lc

0
,

la

0.813
,

lab

0.843
,
ym

0.28

}

.

By a similar way, other fuzzy soft sets can be de-
fined for x ∈ {1, 4, 10, 17} and i = 1 to 6.

A results’ table can be constructed to see the most
accurate and adequate predictions in the research.
It can be written “1” for the largest value of the
membership function for each parameter Ei, i = 1
to 6 and “0” for other values. Then the row which
has the top “1” score is chosen for the prediction.
It can be seen from the Table 3 parameter E3 is
the optimum salt concentration for our research.

As it is seen from the Table 3, this model could
accurately and adequately predict the growths of
Lb. casei, Lb. acidophilus, total lactic acid bacte-
ria and yeasts in pickles. And it can be shown that
pickles with 5% (w/v) salt concentrations and Lb.
casei culture gave the highest scores in this study.

Table 3. The results for x = 30 and
i = 1 to 6.

ph lc la lab ym sensory scores
E1 0 0 0 0 0 0
E2 1 0 0 0 0 0
E3 1 1 0 1 0 1
E4 0 0 0 0 0 0
E5 0 0 1 0 0 0
E6 1 0 0 0 1 0

4. Discussions

Heterofermentative LAB are more sensitive to
high salt concentrations than homofermentatives.
Therefore high salt levels favor the growth of ho-
mofermentative LAB and resulting in an acceler-
ated production of lactic acid. Maintaining the
viability (minimum numbers of probiotic cultures
present in the final product recommended to be
106 cfu/ml or higher) and the activity of lactic
acid bacteria in foods to the end of shelf life are
two important criteria [27].

Salt concentration can affect the growth of the
naturally present microorganisms and the sen-
sory properties of the pickles [28]. In the follow-
ing studies they have shown potential benefits of
using starter cultures in low-salt pickle fermen-
tations. In Xiong et al. [29] study unfavorable
conditions resulting from low pH contributed to
the rapid decline of the lactococci as fermentation
progressed. Similarly, Weng et al. [30] found that
NaCl concentration affects the growth of L. cit-
reum L-33 in pickle and the specific growth rate
decreases with the increase of NaCl concentration.
It also demonstrated that less salt addition can
lead to a rapid growth for the important lactic
acid bacteria in pickling production. Beganovic
et al. [28] showed that the application of the pro-
biotic strain Lb. plantarum L4 together with
Lc. mesenteroides LMG 7954, positively influ-
enced the fermentations by improving the quality
of the final product with added probiotic prop-
erties, considerably shortening the fermentation
time and offering the possibility of low salt fer-
mentations (2.5 w/v). The rapid increase in acid-
ity minimizes the influence of spoilage bacteria.
Reducing the influence of spoilage bacteria would
most probably improve the microbiological and
sensory quality of the fermented end product sig-
nificantly (see [31] and [32] for more details).

Yoon et al. [33] researched red beet juice fermen-
tation with Lb. acidophilus, Lb. casei, Lb. del-
brueckii and Lb. plantarum in their study. They
found that Lb. acidophilus in fermented beet juice
could be remained at 106 − 108 cfu/ml after 4
weeks of cold storage and the others lost their
viability. In this study, all viable numbers after
the storage were > 106 cfu/g and it can be con-
sidered pickles have probiotic meaning health of
view (Figures 1 and 2). Lb. acidophilus numbers
reached max. 8.8 log cfu/g on the 17th day of
storage in pickles with 5% (w/v) and 7% (w/v)
salt concentration brine. On the 30th day, bac-
teria numbers were very close to each other and
declined to 8.13 log cfu/g.

LAB produce several antimicrobials, including
organic acids (lactic, acetic, formic, phenyllac-
tic, caproic acids) carbondioxide, hydrogen perox-
ide, diacetyl, ethanol, bacteriocins, reuterin and
reutericyclin and they can prevent mould spoilage
and growth of some pathogenic bacteria (see [8],
[34] and [35] for more details). It can be con-
cluded that these specific lactic acid bacteria in
pickles were able to produce bacteriocins that in-
hibit yeasts at the last of storage.

Using bacterial cultures must not only aim at
expressing functional properties upon microbial
growth, but also at the impact on other quality
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changes in the pickles. Among these changes, the
sensory or organoleptic property is the most im-
portant [13]. In Weon and Lee [36] study, per-
ception and preference of low salt Korean pickle
“Jangachi” were evaluated. Low sodium Jangachi
was found safe, sanity, safekeeping and the most
preferred by the consumers.

5. Conclusions

Researches’ results provided a useful basis for fur-
ther studies of the development of optimization
sodium chloride concentration level in brine dur-
ing fermentation of pickles. It was demonstrated
that concentration of sodium chloride in brine
solution have significant effects on the growths
of Lb. acidophilus, Lb. casei, total lactic acid
bacteria and yeast counts during fermentation.
The population dynamics during cabbage-carrot
pickle fermentation can be predicted by the use of
the notion of fuzzy soft set at the same production
conditions. Application of “fuzzy soft set” in opti-
mization of pickle fermentation helps and allows
better understanding of the interaction between
the variables.
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[17] Yüksel, S., Dizman, T., Yıldızdan, G., Sert, U. (2013).
Application of soft sets to diagnose the prostate cancer
risk. J. Inequal Appl., 1, 229-240.
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This paper introduces, models, and solves a rich vehicle routing problem (VRP)
motivated by the case study of replenishment of automated teller machines
(ATMs) in Turkey. In this practical problem, commodities can be taken from
the depot, as well as from the branches to efficiently manage the inventory
shortages at ATMs. This rich VRP variant concerns with the joint multiple de-
pots, pickup and delivery, multi-trip, and homogeneous fixed vehicle fleet. We
first mathematically formulate the problem as a mixed-integer linear program-
ming model. We then apply a Geographic Information System (GIS)-based
solution method, which uses a tabu search heuristic optimization method, to a
real dataset of one of the major bank. Our numerical results show that we are
able to obtain solutions within reasonable solution time for this new and chal-
lenging practical problem. The paper presents computational and managerial
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1. Introduction

In logistics operations, fulfilling consumer de-
mands for diverse and premium products is an im-
portant challenge [1]. The classical vehicle rout-
ing problem (VRP) aims to determine an optimal
routing plan for a fleet of homogeneous vehicles
to serve a set of customers, such that each vehicle
route starts and ends at the depot, each customer
is visited once by one vehicle, and some side con-
straints are satisfied. Many variants and exten-
sions of the VRP have intensively studied in the
literature. For further details about the VRP and
its variants, we refer the reader to Laporte [2] and
Toth and Vigo [3].

Over the last years, several variants of multi-
constrained VRPs have been studied, forming a
class of problems known as Rich VRPs. Lahyani

et al. [4] presented a comprehensive and rele-
vant taxonomy for the literature devoted to Rich
VRPs. The authors have investigated 41 articles
devoted to rich VRPs in detail, and developed an
elaborate definition of RVRPs.

Karaoglan et al. [5] studied aircraft routing and
scheduling for cargo transportation in an airline
company in Turkey. Karagul and Gungor [6] stud-
ied the mixed fleet VRP to optimize the distribu-
tion of the tourists who have traveled between the
airport and the hotels in Turkey. The authors de-
veloped a Savings algorithm, a Sweep algorithm
and a random permutation alignment. Further-
more, a genetic algorihm and random search al-
gorithms algorithms are also developed. Van An-
holt et al. [7] introduced, modeled, and solved a
rich multiperiod inventory-routing problem with
pickups and deliveries motivated by the replen-
ishment of automated teller machines (ATMs) in

*Corresponding Author
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the Netherlands. The authors first decomposed
the problem into several more manageable sub-
problems by means of a clustering procedure, and
they simplified the subproblems by fixing some
variables. Valid inequalities are then generated
to strength the resulting subproblems. An ef-
ficient branch-and-cut algorithm is then devel-
oped. Karagul et al. [8] used 2-Opt based evo-
lution strategy for travelling salesman problem.

A variant of the VRP known as multiple depots
VRP, in which more than one depot is considered,
studied by many researchers. Crevier et al. [9]
considered the multiple depots VRP with inter-
depot routes. Braekers et al. [10] proposed exact
and meta-heuristic approach for a general hetero-
geneous dial-a-ride problem with multiple depots.
Contardo and Martinelli [11] developed a new ex-
act algorithm for the multiple depots VRP under
capacity and route length constraints. For fur-
ther details about the multiple depots VRP and
its variants, we refer the reader to the review pa-
per of Montoya et al. [12]. Another interesting
variant is multi-trip VRP, in which vehicles can
perform several trips per day, because of their lim-
ited number and capacity [13–15].

An important family of routing problems is
pickup-and-delivery problems (PDPs) in which
goods have to be transported from different ori-
gins to different destinations. In one-to-one vari-
ant of PDPs, each customer demand consists of
transporting a load from one pickup node to one
destination node. Many exact and heuristic meth-
ods are developed for this problem variant which
is usually referred to as the pickup-and-delivery
VRP. Xu et al. [16] studied a rich PDP with many
side constraints. Sigurd et al. [17] considered the
transportation of live animals. For further de-
tails about the PDPs and its variants, we refer the
reader to Battarra et al. [18], Berbeglia et al. [19],
Koç and Laporte [20], and Parragh et al. [21,22].

In recent years, Geographical Information System
(GIS)-based solution methods used to solve sev-
eral optimization problems. Casas et al. [23] de-
veloped an automated network generation proce-
dure for routing of unmanned aerial vehicles in a
GIS environment. Bozkaya et al. [24] studied the
competitive multi-facility location-routing prob-
lem and presented a hybrid heuristic algorithm.
The method is applied on a case study arising at
a supermarket store chain in the city of Istanbul.
The authors used genetic algorithm for the loca-
tion part, and tabu search of GIS-based solution
method for the VRP part. Samanlioglu [25] de-
veloped a multi-objective location-routing prob-
lem and described a mathematical model. The

author used a GIS software to obtain the data re-
lated to the Marmara region of Turkey. Yanik et
al. [26] considered the capacitated VRP with mul-
tiple pickup, single delivery and time windows,
and proposed a hybrid metaheuristic approach.
The method integrates a genetic algorithm for
vendor selection and allocation, and a GIS-based
solution method which uses a modified savings al-
gorithm for the routing part. Krichen et al. [27]
studied the VRP with loading and distance con-
straints and used a GIS solution method to solve
the problem.

Our study is motivated by the problem faced by
one of the major bank of Turkey operating in the
city of Gaziantep. We consider a multi-depot,
multi-trip, pick-up and delivery with homogenous
vehicle fleet. We first define this new problem
and presented a mathematical formulation. We
then used a GIS-based solution approach employs
a tabu search algorithm which can be used to
store, analyze and visualize all data as well as
model solutions in geographic format. We con-
sidered a real dataset of the bank and applied our
GIS-based solution approach. We finally provide
several managerial and policy insights by explor-
ing the trade-offs between various constraints.

The remainder of this paper is structured as fol-
lows. Section 2 presents the problem definition
and mathematical formulation. Section 3 de-
scribes the solution approach. Section 4 presents
a case study with input data. Section 5 presents
the solutions we propose. Finally, Section 6 pro-
vides our conclusions.

2. Problem definition and

mathematical formulation

The problem is defined on a complete directed
graph G = (N ,A). The location of each ATM,
branch, and the district office is represented by
a node. N = {0} ∪ Nb ∪ Nc is a set of nodes in
which “{0}” is the district office node, Nb is a set
of branch nodes, and Nc is a set of ATM nodes.
A = {(i, j) : i ∈ N , j ∈ N , i 6= j} is the set of
arcs. Each arc (i, j) ∈ A has a nonnegative dis-
tance dij . Each arc (i, j) ∈ A has a nonnegative
travel time cij . Each ATM i ∈ Nc has a demand
qi and a service time pi. A fixed number of limited
homogeneous vehicle fleet m is available. The in-
dex set of routes is denoted by R = {1, . . . , r, . . .}.
The capacity of a vehicle is denoted by Q. The
maximum allowed working duration is Tmax for
each vehicle. We use the real network distances
when we computing the dij values on each arc
(i, j) ∈ A. Therefore, it is possible that dij 6= dji,
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i.e., asymmetric, which are illustrated in Figure
1.

Figure 1. An example of asymmet-
ric case from ATM 13 to 14, and from
ATM 14 to 13.

To formulate the problem, we define the follow-
ing decision variables. Let xijr be equal to 1 if a
vehicle travels directly from node i to node j on
route r ∈ R. Let fijr be the amount of commod-
ity flowing on arc (i, j) ∈ A by a vehicle on route
r ∈ R.

In our problem, one considers a homogeneous
fixed fleet of vehicles, as well as a set of ATMs
with known demands. The demand of each ATM
is expressed as money tray and each vehicle are
designed to satisfy these specific ATM demands.
The bank has variable number of orders from
ATMs which can be fulfilled by both district of-
fice and several branches. The journey of a ve-
hicle which carries demanded money starts from
district office and it begins to visit ATMs to load
ordered money. If the money of a vehicle is fin-
ished before meeting the demand of ATMs, vehi-
cle has two options. While the first option is to go
back to district office, the second option is to go a
branch to get money. Vehicles can perform several
tours per day because of their limited number and
capacity. The objective is to minimise the total
en-route time of vehicles. Due to the minimiza-
tion of total en-route time time in this problem,
the vehicle visits district office or branch which is
closer to it. This rich VRP variant is concerned

with the joint multiple depots, pickup and deliv-
ery problems, multi-trip, and homogeneous fixed
vehicle fleet.

The mathematical formulation of the problem is
given as follows:

Minimize
∑

(i,j)∈A

∑

r∈R

cijxijr (1)

subject to
∑

j∈N

x0j1 ≤ m (2)

∑

j∈N

∑

r∈R

xijr = 1 i ∈ Nc

(3)
∑

i∈N

∑

r∈R

xijr = 1 j ∈ Nc

(4)
∑

j∈Nc

x0jr ≥
∑

j∈Nc

x0j,r+1 r ∈ R : r < |R|

(5)
∑

j∈N

∑

r∈R

fjir −
∑

j∈N

∑

r∈R

fijr = qi i ∈ Nc

(6)

qjxijr ≤ fijr ≤ (Q− qi)xijr (i, j) ∈ A, r ∈ R
(7)

∑

(i,j)∈A

∑

r∈R

cijxijr ≤ Tmax (8)

xijr ∈ {0, 1} (i, j) ∈ A, r ∈ R
(9)

fijr ≥ 0 (i, j) ∈ A, r ∈ R.

(10)

The objective function (1) minimizes the total en-
route time. Constraints (2) bounds the number of
vehicles. Constraints (3) and (4) ensure that each
customer is visited exactly once. Constraints (5)
impose that a vehicle cannot start route r + 1
before finish route r. Constraints (6) and (7) de-
fine the flows. Constraints (8) ensure that the
total travel time cannot exceed the maximum al-
lowed working duration. Finally, constraints (9)
and (10) enforce the integrality and nonnegativity
restrictions on the variables.

3. Solution approach

The mathematical formulation of the problem is
a member of a rich VRP family [4], which is hard
to solve optimally as it requires the joint solution
several difficult subproblems. To overcome this
barrier, we now present a GIS-based solution ap-
proach.

In practice, there are several commercial pro-
grams are available to solve the VRP and its
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extensive variations. GIS is a kind of system
that provides spatial analyses and supports the
decision-making activities by using various geo-
graphic data. It can also support logistic and
marketing managers to evaluate placement op-
tions. Thus, GIS is used for replenishment of
automated teller machines in Gaziantep [28]. We
used the ArcGIS 10.2 commercial package to solve
our optimization problem and also for building
our GIS-based decision support framework. The
ArcGIS is frequently used in many broad areas
where spatially-enabled data need to be stored,
retrieved, analyzed, visualized and even served
online [29]. The ArcGIS is first used as a plat-
form to store all problem data in geographic for-
mat. It visualizes all data as well as the solutions
we obtain through our heuristic approach.

The software platform commercial package Ar-
cGIS uses a tabu search heuristic algorithm to
solve our defined problem. The solution method
follows the classical tabu search principles such as
non-improving solutions are accepted along the
way. However, cycling of solutions are avoided
using tabu lists and tabu tenure parameters [30].
In the last decades, tabu search heuristics are
commonly used in VRP and its variants. It ob-
tains quite competetive solutions and it is still an
highly effective heuristic method [31–33]. Initial-
ization phase creates an origin-destination matrix
of shortest travel costs between all locations that
must be visited by a route. A feasible initial solu-
tion is then generated by inserting each location
one at a time into the most suitable route. The
improvement phase aims to obtain high quality
solution by applying the following procedures.

• Changing the sequence nodes on a single
route.

• Moving a single node from its current
route to a better route.

• Swapping two nodes between their respec-
tive routes.

Figure 2 shows the framework of the system pro-
posed in a form of a diagram.

4. A case study

We now present a case study arising in one of
the major bank operating in Turkey. The consid-
ered bank group is an integrated financial services
group operating in every segment of the bank-
ing sector including corporate, commercial, small
and medium-sized enterprises, payment systems,
retail, private and investment banking together
with its subsidiaries in pension and life insurance,

leasing, factoring, brokerage, and asset manage-
ment. As of September 2017, the bank group pro-
vides a wide range of financial services to its tens
of million customers through an extensive distri-
bution network of 942 domestic branches with
4,769 ATMs.

To manage the money flow between branches and
ATMs, the bank group aims to speed up decision-
making and implementation processes by estab-
lishing a well-designed logistic network. To do
so, one district office, 12 branches and 53 ATMs
which are located in the city of Gaziantep are
considered to be designed. The locations of the
ATMs, and district office and branches are illus-
trated in Figures 3 and 4, respectively.

Gaziantep with its 1,975,302 population in 2016
is the 8th most crowded city of Turkey and it
is an important commercial and industrial cen-
ter for Turkey. The considered stores are located
in two districts which cover 85% of total popu-
lation of Gaziantep. In total, there are 5 bench-
mark instances, i.e., GB-1, GB-2, GB-3, GB-4,
and GB-5, which include all ATMs with different
demands range from 5 to 45 money trays. Solving
a network analysis problem in ArcGIS software,
several parameters shown below have to be uti-
lized in our study. Figure 5 shows an example of
the user interface of ArcGIS of parameter entry.
Table 1 presents the detailed information about
benchmark instances. The first column shows the
ATM number, while others present the daily de-
mand.

• Vehicle number : Bank group has four ve-
hicles.

• Vehicle Capacity: Each vehichle has the
same capacity (200 money trays) and
type.

• Each ATM has a service time which in-
cludes the loading money and handling
paperwork for shipment.

• Start Depot: Each vehicle starts from dis-
trict office.

• Maximum Travel Time: Each vehicles du-
ration time is fixed at 6 hours.

• Vehicle Speed: Speed is fixed at 50 km/h.
• Distance Attribute: Road length is se-
lected as distance attribute.

• Restrictions: One-way traffic is set as road
restrictions.

5. Computational experiments and

analyses

This section presents the results of the compu-
tational experiments. All experiments were con-
ducted on a server with an Intel Core i7 CPU 3.07
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Table 1. The detailed information about benchmark instances.

ATM No GB1 GB2 GB3 GB4 GB5
1 11 12 10 12 13
2 22 23 21 23 24
3 22 23 21 23 24
4 11 12 10 12 13
5 22 23 21 23 24
6 11 12 10 12 13
7 11 12 10 12 13
8 22 23 21 23 24
9 43 44 42 44 45
10 17 18 16 18 19
11 11 12 10 12 13
12 11 12 10 12 13
13 11 12 10 12 13
14 17 18 16 18 19
15 17 18 16 18 19
16 11 12 10 12 13
17 22 23 21 23 24
18 22 23 21 23 24
19 6 7 5 7 8
20 22 23 21 23 24
21 33 34 32 34 35
22 22 23 21 23 24
23 33 34 32 34 35
24 33 34 32 34 35
25 22 23 21 23 24
26 22 23 21 23 24
27 11 12 10 12 13
28 33 34 32 34 35
29 6 7 5 7 8
30 11 12 10 12 13
31 11 12 10 12 13
32 11 12 10 12 13
33 11 12 10 12 13
34 11 12 10 12 13
35 6 7 5 7 8
36 6 7 5 7 8
37 11 12 10 12 13
38 11 12 10 12 13
39 6 7 5 7 8
40 6 7 5 7 8
41 6 7 5 7 8
42 11 12 10 12 13
43 11 12 10 12 13
44 17 18 16 18 19
45 27 28 26 28 29
46 27 28 26 28 29
47 22 23 21 23 24
48 22 23 21 23 24
49 17 18 16 18 19
50 33 34 32 34 35
51 17 18 16 18 19
52 17 18 16 18 19
53 11 12 10 12 13
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Figure 2. The framework of the system proposed in a form of a diagram.

Figure 3. Locations of ATMs.

Ghz processor. The analysis of the ArcGIS for the
case study has considered fixed parameters.

Tables 2–6 presents the results obtained on 5
benchmark instances of the bank. The illustra-
tions of solutions are given in Figures 6–10. In
our experiments, we first relax the starting from
the district office and returning to the district of-
fice constraint and presents its results in the first
part of the table. We then present the results of

the considered problem in the second part of the
table. In each table, the first column shows the
vehicle and its tour number. For example, “1/1”
indicates that the first vehicle’s first tour. The
second and third columns show the start and end
nodes of the vehicle tour, respectively. The other
columns show the total number of orders, total
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Figure 4. Locations of district office and branches.

Figure 5. An example of the user interface of ArcGIS of parameter entry.

travel time (seconds), the total distance (km), to-
tal service time (seconds), and total en-route time
(seconds), respectively.

Solution times for each instance are less than two
seconds. Table 2 shows that all vehicles are used
once. Tables 3, 4, and 5 show that vehicle 1 used
two times, but vehicles 2, 3, and 4 only used
once. Table 6 shows that vehicle 1 and 3 used
two times, vehicles 2 and 4 used only once. Total
distances are 84.32, 88.79, 84.76, 85.35, and 92.52
km for GB-1, GB-2, GB-3, GB-4, and GB-5, re-
spectively. Total travel times are 101.17, 106.53,

101.70, 102.40, and 111.01 seconds for GB-1, GB-
2, GB-3, GB-4, and GB-5, respectively. Total en-
route times are 879.17, 937.53, 985.70, 1039.40,
and 1101.01, respectively.

When we remove the each vehicle route starts and
ends at the depot constraint, Tables 2–6 show
that vehicle 1 used two times, vehicle 2 used two
times, and vehicle 3 used only once. Total dis-
tances are 69.67, 71.71, 70.74, 79.44, and 82.52 km
for GB-1, GB-2, GB-3, GB-4, and GB-5, respec-
tively. Total travel times are 83.59, 86.04, 84.88,
95.31, and 99.01 seconds for GB-1, GB-2, GB-
3, GB-4, and GB-5, respectively. Total en-route
times are 861.59, 917.04, 968.88, 968.88, 1032.31,



A rich vehicle routing problem arising in the replenishment of automated teller machines 283

and 1089.01 seconds for GB-1, GB-2, GB-3, GB-
4, and GB-5, respectively.

When we compared our results with current one
used by the bank for its daily operation, our re-
sults provided better solutions. On average, in
terms of total distance, total travel times, and to-
tal en-route times, our method obtained 9.52%,
10.51%, and 10.65% better solutions. These re-
sults show that total distances are reduced when
we relax each vehicle route starts and ends at the
depot constraint. Similarly, total travel times and
total en-route times are also reduced. Our results
indicate that four vehicle are enough for satisfy-
ing ATM demands, and in general more than one
vehicle tour is not necessary.

Figure 6. Solution of GB-1.

Figure 7. Solution of GB-2.

Figure 8. Solution of GB-3.

Figure 9. Solution of GB-4.

Figure 10. Solution of GB-5.
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Table 2. The detailed results of instance GB-1.

Vehicle/ Starting node End node Total Total Total Total Total
Tour order distance travel service en-route

time time time
1/1 District office Branch 11 14 8.20 9.84 189 198.84
1/2 Branch 11 District Office 12 24.03 28.83 192 220.83
2/1 District Office Branch 8 12 25.04 30.04 196 226.04
2/2 Branch 8 District Office 14 12.01 14.41 186 200.41
3/1 District Office District Office 1 0.39 0.47 15 15.47
Total 53 69.67 83.59 778 861.59

1/1 District Office District Office 18 23.60 28,32 196 224.32
2/1 District Office District Office 13 17.31 20,77 192 212.77
3/1 District Office District Office 13 25.06 30,07 200 230.07
4/1 District Office District Office 9 18.34 22,01 190 212.01
Total 53 84.32 101.17 778 879.17

Table 3. The detailed results of instance GB-2.

Vehicle/ Starting node End node Total Total Total Total Total
Tour order distance travel service en-route

time time time
1/1 District Office Branch 11 14 7.86 9.43 181 190.43
1/2 Branch 11 District Office 11 23.54 28.25 199 227.25
2/1 District Office Branch 8 11 25.01 30.01 187 217.01
2/2 Branch 8 District Office 11 11.50 13.80 175 188.80
3/1 District Office District Office 6 3.80 4.56 89 93.56
Total 53 71.71 86.04 831 917.04

1/1 District Office District Office 14 26.57 31.88 168 199.88
1/2 District Office District Office 9 15.73 18.87 157 175.87
2/1 District Office District Office 12 16.89 20.26 184 204.26
3/1 District Office District Office 13 25.59 30.70 192 222.70
4/1 District Office District Office 5 4.02 4.82 130 134.82
Total 53 88.79 106.53 831 937.53

Table 4. The detailed results of instance GB-3.

Vehicle/ Starting node End node Total Total Total Total Total
Tour order distance travel service en-route

time time time
1/1 District Office Branch 11 12 5.20 6.24 195 201.24
1/2 Branch 11 District Office 12 19.61 23.53 200 223.53
2/1 District Office Branch 8 11 25.01 30.01 198 228.01
2/2 Branch 8 District Office 13 11.96 14.35 197 211.35
3/1 District Office District Office 5 8.96 10.75 94 104.75
Total 53 70.74 84.88 884 968.88

1/1 District Office District Office 12 6.70 8.04 195 203.04
1/2 District Office District Office 10 20.37 24.44 197 221.44
2/1 District Office District Office 13 28.76 34.51 193 227.51
3/1 District Office District Office 7 11.63 13.95 127 140.95
4/1 District Office District Office 11 17.30 20.76 172 192.76
Total 53 84.76 101.70 884 985.70
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Table 5. The detailed results of instance GB-4.

Vehicle/ Starting node End node Total Total Total Total Total
Tour order distance travel service en-route

time time time
1/1 District Office Branch 11 10 5.08 6,09 166 172.09
1/2 Branch 11 District Office 12 18.40 22,08 195 217.08
2/1 District Office Branch 8 11 24.43 29,31 198 227.31
2/2 Branch 8 District Office 13 27.12 32,54 197 229.54
3/1 District Office District Office 7 4.41 5.29 181 186.29
Total 53 79.44 95.31 937 1032.31

1/1 District Office District Office 11 6.70 8.04 189 197.04
1/2 District Office District Office 11 16.16 19.39 194 213.39
2/1 District Office District Office 11 17.59 21.11 197 218.11
3/1 District Office District Office 8 13.55 16.26 167 183.26
4/1 District Office District Office 12 31.35 37.61 190 227.61
Total 53 85.35 102.40 937 1039.40

Table 6. The detailed results of instance GB-5.

Vehicle/ Starting node End node Total Total Total Total Total
Tour order distance travel service en-route

time time time
1/1 District Office Branch 11 10 3.75 4.50 199 203.50
1/2 Branch 11 District Office 11 20.77 24.92 199 223.92
2/1 District Office Branch 8 10 24.43 29.31 196 225.31
2/2 Branch 8 District Office 13 2664 31.96 199 230.96
3/1 District Office District Office 9 6.94 8.33 197 205.33
Total 53 82.52 99.01 990 1089.01

1/1 District Office District Office 12 13.02 15.63 175 190.63
1/2 District Office District Office 9 30.10 36.11 190 226.11
2/1 District Office District Office 10 17.57 21.08 175 196.08
3/1 District Office District Office 11 25.26 30.31 198 228.31
3/2 District Office District Office 3 1.04 1.24 62 63.24
4/1 District Office District Office 8 5.53 6.64 190 196.64
Total 53 92.52 111.01 990 1101.01

6. Conclusions

This paper has been motivated by the problem
faced by one of the major banks of Turkey oper-
ating in the city of Gaziantep. We have defined
a new rich vehicle routing problem which is con-
cerned with the joint multiple depots, pickup and
delivery, multi-trip, and homogeneous fixed ve-
hicle fleet. We have presented a mathematical
formulation for the problem. To obtain fast and
good quality solutions, we have then used a GIS-
based solution approach employs a tabu search al-
gorithm which can be used to store, analyze and
visualize all data as well as model solutions in geo-
graphic format. We have considered a real dataset
of the bank and have applied our GIS-based solu-
tion approach. We have finally provided several

managerial and policy insights on results by ex-
ploring the problem.

Our results indicated that four vehicles are
enough to satisfy the demand of ATMs for the
bank and one vehicle tour is also enough for each
vehicle in general. We have also shown that total
distances are reduced if we do not consider each
vehicle route starts and ends at the depot con-
straint. In a similar manner, total travel times
and total en-route times are also reduced. Fur-
thermore, the running times of the algorithm are
so small that it can be used in practical bank op-
erations.

For future studies, stochasticity and dynamism
can be taken account in the problem definition,
instead of using deterministic parameters. This
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would require new mathematical models and solu-
tion algorithms, such as stochastic optimization.
Furthermore, new effective exact methods can be
developed, such as Lagrangean relaxation to ob-
tain lower bounds, or decomposition techniques
to solve large size benchmark instances to opti-
mality.
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