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tion algorithm.

In many situations, uncertainty and randomness concurrently occur in a sys-
tem. Thus this paper presents a new concept for uncertain random variable.
Also, a simulation algorithm based on uncertain random variables is presented
to approximate the chance distribution using pessimistic value and optimistic
value. An example is also given to illustrate how to use the presented simula-

1. Introduction

Liu [I] introduced the uncertain random variable
for modeling complex systems. In other words;
uncertain random variable is improved to illus-
trate the phenomenon which mixes uncertainty
with randomness. If we receive historical data
from the sample, we can estimate the probabil-
ity distribution. But if we have a new product,
we can not achieve the probability distribution
of this new product owing to lack of data. In
this case, we run across both randomness and hu-
man uncertainty. Human uncertainty is investi-
gated by some scholars. As a branch of mathe-
matics based on normality, duality, subadditivity
and product axioms, uncertainty theory was in-
troduced by Liu [2] in 2007. Gao [3] presented
uncertain bimatrix game. Yang and Gao [4] stud-
ied uncertain differential game. Gao and Qin [5]
introduced the degree connectivity of uncertain
graph. Dalman [6] presented a model for the un-
certain multi-item solid transportation problem.
Dalman [7] constructed models of uncertain ran-
dom multi-item solid transportation problem. To
model uncertain random event, Liu [8] introduced
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the chance theory to networks optimization prob-
lem. Some scholars derived properties of uncer-
tain random entropy [910].

By employing chance theory, an uncertain ran-
dom project scheduling problem is presented by
Ke et al. [1I]. They introduced an uncertain
random simulation which randomly produces the
sample points. But, this algorithm is ambivalent
due to produces different values at different time.
A simulation algorithm is presented to solve un-
certain random shortest path problem by Sheng
and Gao [12].

Therefore this paper presents an algorithm which
includes the inverse uncertainty distribution and
uniformly produces the sample points. It has
powerful performances on the reliability and sta-
bility than the algorithms in [11,12]. The paper
is built as follows: some basic knowledge of un-
certainty theory and chance theory is presented
in section II. Section IIT shows some formulas for
uncertain random variables presents an uncertain
random simulation algorithm. A numerical exam-
ple is presented in Section IV. Finally, this paper
closes in Section V.
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2. Preliminaries

2.1. Uncertainty theory

Let T" be a nonempty set, £ be a g-algebra over
I’ and M be an uncertain measure. Then (T, £,
M) is a measurable space. A set function M :
L— [0,1] is called an uncertain measure if it sat-
isfies the following four axioms:

Axiom 1. (Normality Axiom)(Liu [2]): M{T'}
=1 for the universal set I'.

Axiom 2. (Duality Aziom)(Liu [2]): M{A} +
M{A°}=1 for any event A.

Axiom 3. (Subadditivity Axiom)(Liu [2]): For
every countable sequence of events Ay, Ao, - -+, we

have
M{UAZ} <> OM{A}

Axiom 4. (Product Axiom)(Liu [153]): Let
(T, L, M) be uncertainty spaces for k = 1,2,

. The product uncertain measure M is an un-
certain measure satisfying

[o.¢] [o.¢]
M{nAk} = Adag
k=1 k=1
where Ay are arbitrarily chosen events from Ly
fork=1,2, ---, respectively.

Definition 1. (see [2]): An uncertain variable is
a function & from an uncertainty space (I', £, M)
to the set of real numbers such that {§ € B} is an
event for any Borel set B of real numbers.

Remark 1: Note that the event {£ € B} is a sub-
set of the universal set {£ € B} = {y € T'|¢(y) €
B}.

Definition 2. (Liu [1]]): An uncertainty distri-
bution ®(z) is said to be regular if it is a contin-
uwous and strictly increasing function with respect
to x at which 0 < ®(x) < 1, and

lim ®(z)=0, lim ®(z)=1.
T—r—00 r—r+00

Definition 3. (Liu [1]]): Let £ be an uncer-
tain variable with regular uncertainty distribution
®(x). Then the inverse function ®~1(a) is called
the inverse uncertainty distribution of &.

Theorem 1. (Liu [T])]): Let &1, 82, , &, be in-
dependent uncertain variables with regular uncer-
tainty distributions ®1,Pq, ..., P, respectively.
If f(&1,&2, -+ , &) is strictly increasing with re-
spect to &1, &, -+ ,&Em and strictly decreasing with
respect to &1, Emta, -+, En, then

£:f(£1a§27"'7£n) (1)

has an inverse uncertainty distribution.

\Ilil(a) :f((I)1_1<a)7 to 7@);11(04)7 (2)
(I);nh-l(l - O‘)’ e ’@;1(1 - Oé))

2.2. Chance theory

Definition 4. (Liu [1]): Let (I, £,M) be an un-
certainty space and let (2, A, Pr) be a probability
space. Then the product (I, £, M) x (Q, A, Pr) is
called a chance space

(T, £,M) x (Q,A,Pr) = (I'xQ,£ x A,Mx Pr).

Definition 5. (see [1/): An uncertain random
variable is a function & from a chance space
(T, £,M) x (2,A,Pr) to the set of real numbers
such that {§ € B} is an event in an event in £ X A
for any Borel set B of real numbers.

Theorem 2. (see [1])]): Let &,&,--+,&, be
uncertain random variables on the chance space
(T, £,M) x (2, A,Pr), and let f be a measurable
function. Then

§=f(&,&, -, &)

is an uncertain random variable determined by

5(77“}) - f(§1(77 w)7 52(77 w)v T 7571('77(")))
for all (y,w) €T x Q.
Theorem 3. (Liu [15]): Let ni,m2,- -+ ,Nm be in-

dependent random variables with probability dis-
tributions Wi, Wo,--- W,  respectively, and let
T1,T9, ** ,Tn be independent uncertain variables.
Assume f is a measurable function. Then the un-
certain random variable

5: f(77177’27” Sy Mmy T1, 72, 77—71)
has a chance distribution

®(x) = /%m F(x;y1,92, - 5 ym)d¥1(y1)
dWs(y2) - AW (Ym)-

where F(x;y1,Y2,  ,Ym) s the uncertainty dis-
tribution of the variable

3)

f(yla?JQ,' oy Ymy T1, T2, 7Tn)'

Definition 6. (Liu [1l]): Let £ be an uncertain
random variable. Then its chance distribution is
defined by

®(z) = Ch{¢ < 2} (4)
for any x € R.

Theorem 4. Let £ be an uncertain random vari-
able. Then its expected value is

+o0o 0
Ble= [ cnfezna- [ onfes r}d(;)

provided that at least one of the two integrals is
finite.
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Theorem 5. Let & be an uncertain random vari-
able with regular chance distribution ®. If the ex-
pected value exists, then

1
Elf] = /0 ! (a)da. (6)

In order to obtain the chance distribution, we
prove following theorems and develop a simula-
tion algorithm.

3. A simulation algorithm with
uncertain random variables

In this section, by employing the above defini-
tion and theorems, the chance distribution will
be obtained. To do this, the following theorems
is proved and besides a simulation algorithm is
developed.

In fact, Formula (B is a theoretical formula,
which is not easy to use in most cases due to
the complexity of chance distribution function.
To overcome the difficulty, an uncertain random
simulation is proposed to evaluate the chance dis-
tribution. First, we introduce the concepts of
a—pessimistic value and a—optimistic value for
an uncertain random variable. Then, we approxi-
mate the chance distribution, a—pessimistic value
and a—optimistic value by using a numerical in-
tegration method.

Definition 7. Let £ be an uncertain random vari-
able on chance space (I',£,M) x (2, A,Pr) and
a € (0,1]. Then,

§int () = inf{r{Ch{¢ < r} > a} (7)
and

&sup(a) = sup{r|Ch{¢ = r} > o} (8)
are called the a—pessimistic value and the
a—optimistic value of &, respectively.

Note that Random variables and uncertain vari-
ables are special uncertain random variables. The
a—pessimistic value and the a—optimistic value
of linear uncertain variable £(a,b) are &pne(a) =
(1 —a)a+ ab and &up(a) = aa + (1 — a)b.

Theorem 6. Let & be an ordinary uncertain ran-
dom variable and o € (0,1]. Then, we have

Ch{¢ < &int(@)} = o (9)
Proof. Since the chance distribution is
continuous, it follows from the defini-
tion of the «a—pessimistic value for each

a € (0,1, we have Ch{¢ <&ui(a)} =
1L>Hl Ch{g < éinf(a) - 1/n} < a, and
Ch{€ < Gur(@)} = lim Ch{E < &ue(a) + 1/n} >
a, which imply that Ch{{ < &pue(a)} = a holds.
The theorem is proved. Il

Theorem 7. Let & be an ordinary uncertain ran-
dom wvariable and o € (0,1]. Then, we have

Ch{€ > Eupla)} = o (10)
Proof. Since the continuity of chance
distribution, it follows from the defini-
tion of the «—optimistic value for each
a € (0,1] that Ch{& > &up(a)} =
nlLrgO Ch{¢ > &up(a) — 1/n} > a and

Ch{€ > Eup(a)} = lim CR{E > up(0) + 1/n} <
«, which imply that Ch{{ > &p(a)} = a holds.
The theorem is proved. O

Theorem 8. Let £ be an uncertain random vari-
able and « € (0,1]. Then, we have

éinf(a) = (I)_l(a)' (11)

Proof. It follows from Definition [ immedi-
ately. O

Theorem 9. Let £ be an uncertain random vari-
able and o € (0,1]. Then, we have

ginf(a) = gsup(l - a)' (12)
Proof. Tt follows from Equation () that
Ch{¢ > &up(1 — )} =1 -«
Thus,
Ch{§ < &up(1 —a)} =1 = Ch{€ > &up(l — @)}
=1-(1-a)
=«

Thus, we have &int(a) = &sup(1 — @). The theorem
is proved. O

Theorem 10. Let & be an uncertain random vari-

able and a € (0,1]. Then, we have

Esup(a) = & '(1-a) and Esup(l—a) = da).
(13)

Proof. 1t follows from Theorems [8 and @ (Il

Theorem 11. Let £ be an ordinary uncertain
random variable. Then, we have

1
Bl = /0 nt(0)dar (14)

Proof. Since ®(z) is strictly increasing and con-
tinuous, we get

&inf(a) = inf{r|Ch{{ <r} > a}
= inf{r|®(r) < a}
= o (a).
According to Definition (), we have E[(] =
fol &inf(a)da. The Theorem is proved. O
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Theorem 12. Let £ be an ordinary uncertain
random variable. Then, we have

1
Ble = [ 6upla)do. (15)

Proof. Since ®(z) is strictly increasing and con-
tinuous, we get

&sup(a@) = sup{r[Ch{{ > r} > o}
= sup{r|®(r) <1-—a}
=d1(1-a).

Thus, for all a € (0,1), we have

/01 Esup(@)da = /01 11 - a)da
-/ & (a)da = E[¢

The theorem is proved. O

Theorem 13. Let £ be an ordinary uncertain
random variable. Then, we have

1
E[¢] 1/0 [Einf (@) + Esup ()] dav.

T2
Proof. 1t follows directly from Theorem [I1] and
Theorem 0

(16)

Theorem 14. Let ni,n2, - ,Nm be indepen-
dent random variables with probability distribu-
tions U1, Wo,--- W, and let 7,70, -+ , Ty be in-
dependent uncertain wvartables with reqular un-
certainty distributions Y1, Yo, -+, T,. Assume
Fsmay s s 0m, T, T2, -+, Tn) 18 Strictly increas-
ing with respect to m,7Ty, - , Tk and strictly de-
creasing with respect to Tg41, Tk+2,"** ,Tn- Lhen

é-: f(nlaT/Qv"' yMmy T1, T2, "
has a chance distribution
®(z) :/ F(z;y1,92, - 5 Ym)d¥1(y1)
%m
d\IIQ(yQ) o dqlm(ym)

where F(x;y1,Y2,++ ,Ym) 1S determined by its in-
verse uncertainty distribution

aTn)

(17)

F_l(yl,yg, . ,ym,Tl_l(a), e
18
@), T, (@), (e
F_l(y17y2a S Ym, (fl)sup(l - 05)’ Tty
(€k)sup (1 = @), (Ert1)sup (@), 5 (€n)sup (@)
(19)

Proof. 1t follows from Theorem [Il that inverse

uncertainty distribution of F'(z;y1,y2, - ,Ym) is
determined by
F_l(ylay27"' aymanl(a)a"' 7T];1(Oé)> (20)
T]:-il-l(l - Oé), e 7T1;1(1 - a))

According to Theorem [M0O, we substi-
tute Tl_l(a),---,'rgl(a) with  (&1)sup(1
a), -, ()sup(l — a) and T,;il(l —

a), -, T;l(l—a) with (€k+1)sup(@), -+, (§n)sup (@)
Thus, Formula (I9) holds. The theorem is com-
pleted. O
Theorem 15. Let ni,n2, -+ ,nm be indepen-

dent random variables with probability distribu-
tions W1, Yo, -+, W, and let 7,19, , T be in-
dependent uncertain variables with regular un-
certainty distributions Y1, Yo, -+, T,. Assume

f(/r/lv 25 5 Tms T15 72,0 " 77—71) is StriCtly increas-
ing with respect to 11,79, -+ , Tk and strictly de-
creasing with respect to Tg41, Tgy2, -+ ,Tn- Then
5 = f(7717772a' oy NMmy T, T2, 0 77—”)
has a chance distribution
®(z) = / F(z;y1,92, - 5 Ym)d¥1(y1)
R (21)

dWs(y2) - - - AWy (Ym)-

where F(x;y1,y2, - ,Ym) s determined by its in-
verse uncertainty distribution

F71(917927 <oy Yms, Tl_l(a)’ ceey
T3 @), T ) 22)
F Ny, 92,y Yo (€0)me (@), -+, (€ )it (),

(Ert1)ine (L — @), 5 (§n)ine (1 — @)).
(23)

Proof. The proof is similar to that of Theorem

14 O

According to Theorems [, M7, B, @ and 10, we
design the following uniform discretization algo-
rithm to simulate ®(z), a-pessimistic value and
a-optimistic value. The presented algorithm is
very flexible. Because it can even simulate the
empirical distribution.

Algorithm 1 (Uniform Discretization Algo-
rithm)

Step 1. Discretize the range of the random vari-
able 7; into N; equally spaced points.

Step 2. Discretize o into K equally spaced
points.
Step 3. Calculate F~!(a;y1, 92, »Ym)-
Step 4. Calculate F(z;y1,y2, * yYm) =

0 Zf x S X1,

T — T .
a; + (g1 — o) if wp <x<wpy,
Tit1 — Tj
1<i<K,

Step 5. Apply numerical integration to compute
®(x), a-pessimistic value and a-optimistic value.
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The uniform discretization algorithm is illus-
trated by the following example.

4. A numerical example

Example Suppose that n; and 7o are indepen-
dent random variables with probability distribu-
tions U(1,2) and U(2,4), and suppose that 71 and
7o are independent uncertain variables with un-
certainty distributions £(1,5) and £(1,3). Then
& = m + 1m2 + 71 — T2 is an uncertain random
variable. Assume that £ has chance distribution
O(x).

For the sake of simplicity, we set N3 = 10, Ny =
10, K = 10. We also can assign a large number
to N1, Ny and K. The probability distribution
function of n; and 79 are

0 if <1,
Ti(y)) =4 y1—1 if 1<y <2 and
1 Zf Y1 Z 27
0 if Y2 <2,
_ Y2 —2 .
Vo (y2) = 5 if 2<m<d,
1 if y2 >4

Then, we can have discrete forms of ¥;(y;) and
Uy (yz) in which yy =140.1-7and yo =240.2-j
fori=1,2,---,10,57 = 1,2,--- ,10. The inverse
uncertainty distribution function of 7, and m are
(T1)inf(a) = (1 —a)-1+a-5=1+4 -« and
(72)inf(l—a)=a-1+(1—-a)-3=3—-2-a.
The chance distribution of £ is

4 2

o) = [ [ Fommdnde @
where F'(z;y1,y2) is obtained by the inverse un-
certainty distribution function F~!(a;y1,y2) =
y1+y2+(1+4-a)—(3—2-«) for each a € (0, 1].
This implies that F~(a;y1,92) = 75,1 < k < 10
for each o € (0,1]. The value of F~!(a;y1,%2) is
listed on the Table I.

Then, according to Step 4, we obtain F'(z;y1,y2).
Now, we get the chance distribution function of

£.
1 42
() :2/ / F(x;y1,y2)dy1dy2
2 J1

10 10

1 . .
:§ZZF($;1+O.1'2,2+0.2-j)-0.1-0.2

i=1 j=1

Applying the above presented algorithm, the
chance distribution of ¢ is obtained as (Figure 1):
&inf(0.2)=3.9 and &,p(0.2)=T7.4.

otk /

el

18 33 385 45 5 58 82 &8 74 42 1a

Figure 1. The chance distribution of &.

5. Conclusion

Here, an uncertain random simulation algorithm
is presented to illustrate chance distribution. The
presented simulation method can be generally ap-
plied to uncertain random optimization by ap-
proximating chance constraints. The results ob-
tained show that the presented algorithm is the
successful for the uncertain random simulation.

Acknowledgments

The author would like to thank the anonymous
reviewers for their valuable comments.

References

[1] Liu, Y. (2013). Uncertain random variables: A mix-
ture of uncertainty and randomness. Soft Computing,
17(4), 625-634.

[2] Liu, B. (2007). Uncertainty theory, 2nd ed., Springer-
Verlag, Berlin, Germany.

[3] Gao, J. (2013). Uncertain bimatrix game with applica-
tions. Fuzzy Optimization and Decision Making, 12(1),
65-78.

[4] Yang, X., and Gao, J. (2016). Linearquadratic un-
certain differential game with application to resource
extraction problem. IEEE Transactions on Fuzzy Sys-
tems, 24(4), 819-826.

[6] Gao, Y., and Qin, Z. (2016) On computing the edge-
connectivity of an uncertain graph. IEFEE Transac-
tions on Fuzzy Systems, 24(4), 981-991.

[6] Dalman, H. (2018). Uncertain programming model
for multi-item solid transportation problem. Interna-
tional Journal of Machine Learning and Cybernetics,
9(4), 559-567.

[7] Dalman, H. (2018). Uncertain random programming
models for fixed charge multi-item solid transporta-
tion problem, New Trends in Mathematical Sciences,
6(1), 37-51.

[8] Liu, B. (2014). Uncertain random graph and uncer-
tain random network. Journal of Uncertain Systems,
8(1), 3-12.

[9] Zhou, J., Yang, F., and Wang, K. (2014). Multi-
objective optimization in uncertain random envi-
ronments. Fuzzy Optimization and Decision Making,
13(4), 397-413.

[10] Ahmadzade, H., Gao, R., and Zarei, H. (2016). Par-
tial quadratic entropy of uncertain random variables.
Journal of Uncertain Systems, 10(4), 292-301.



200

[11]

[12]

[13]

[14]

H. Dalman / IJOCTA, Vol.8, No.2, pp.195-200 (2018)

Ke, H., Liu, H., and Tian, G. (2015). An uncertain
random programming model for project scheduling
problem. International Journal of Intelligent Systems,
30(1), 66-79.

Sheng, Y., and Gao, Y. (2016). Shortest path problem
of uncertain random network. Computers and Indus-
trial Engineering, 99, 97-105.

Liu, B. (2009). Some research problems in uncertainty
theory. Journal of Uncertain Systems, 3(1), 3-10.
Liu, B. (2010). Uncertainty Theory: A Branch
of Mathematics for Modeling Human Uncertainty,
Springer-Verlag, Berlin, Germany.

[15] Liu, Y. (2013). Uncertain random programming with
applications. Fuzzy Optimization and Decision Mak-
ing, 12(2), 153-1609.

Hasan Dalman received the Ph.D. degree in Mathe-
matical Engineering from Yildiz Technical University
in 2015. He is currently assistant professor in the De-
partment of Computer Engineering, Istanbul Gelisim
University, Turkey. His current research interests in-
clude fuzzy systems, uncertainty theory and mathemat-
ical optimization.

An International Journal of Optimization and Control: Theories & Applications (http://ijocta.balikesir.edu.tr)

This work is licensed under a Creative Commons Attribution 4.0 International License. The authors retain ownership of
the copyright for their article, but they allow anyone to download, reuse, reprint, modify, distribute, and/or copy articles
in IJOCTA, so long as the original authors and source are credited. To see the complete license contents, please visit
http://creativecommons.org/licenses/by/4.0/.


http://creativecommons.org/licenses/by/4.0/

	1. Introduction
	2. Preliminaries
	2.1. Uncertainty theory
	2.2. Chance theory

	3. A simulation algorithm with uncertain random variables
	4. A numerical example
	5. Conclusion
	Acknowledgments
	References

