
  Corresponding Author. Email: hacera@akdeniz.edu.tr 

 

179 

 

 

An International Journal of Optimization  

and Control: Theories & Applications 

Vol.6, No.2, pp.179-187 (2016) © IJOCTA 

ISSN: 2146-0957   eISSN: 2146-5703 

DOI: 10.11121/ijocta.01.2016.00315  

http://www.ijocta.com 

 

 
 

 

 

 

The prediction of the wind speed at different heights by machine learning 

methods 
 

Yusuf S. Turkan a,  Hacer Yumurtaci Aydogmus b and Hamit Erdal c 
 

a Department of Industrial Engineering, Istanbul University, Turkey 

 ysturkan@istanbul.edu.tr 
b Department of Industrial Engineering, Alanya Alaaddin Keykubat University, Turkey 

 hacera@akdeniz.edu.tr 
c Institude of Social Sciences, Ataturk University, Turkey 

hamit.erdal14@ogr.atauni.edu.tr 

 

(Received March 4, 2016; in final form July 15, 2016) 

 

Abstract. In Turkey, many enterprisers started to make investment on renewable energy systems after 

new legal regulations and stimulus packages about production of renewable energy were introduced. 

Out of many alternatives, production of electricity via wind farms is one of the leading systems. For 

these systems, the wind speed values measured prior to the establishment of the farms are extremely 

important in both decision making and in the projection of the investment. However, the measurement 

of the wind speed at different heights is a time consuming and expensive process. For this reason, the 

success of the techniques predicting the wind speeds is fairly important in fast and reliable decision-

making for investment in wind farms. In this study, the annual wind speed values of Kutahya, one of 

the regions in Turkey that has potential for wind energy at two different heights, were used and with the 

help of speed values at 10 m, wind speed values at 30 m of height were predicted by seven different 

machine learning methods. The results of the analysis were compared with each other. The results show 

that support vector machines is a successful technique in the prediction of the wind speed for different 

heights.  

Keywords: Wind speed prediction; support vector machines; wind farm investment.  
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1. Introduction 

Renewable  energy  technologies  such  as  solar,  

wind,  biomass, geothermal,  etc.,  become  more  

important for the future of countries, since  there  

are  local resources  and  indefinite  sources  of  

energy [1]. Similar to other countries, Turkey is 

also making progress in the use of renewable 

energies. Within this scope, according to the 2015-

2019 Strategic Plan of the Ministry of Energy and 

Natural Sources, in 2014, it is intended to increase 

the share of renewable energy resources in 

primary energy supply and electricity generation. 

In the plan, it is aimed to increase the established 

wind power capacity from 5600MW in 2015 to 

10000MW in 2019 [2].  In order to achieve these 

targets, the government introduced new stimulus 

packages and provided some convenience for 

renewable energy investments.  This is quite 

encouraging for enterprisers to make investments 

in this field.  

Wind is available virtually everywhere on earth, 

although there are wide variations in wind 

strengths. Wind energy is being developed in the 

industrialized world for environmental reasons 

and it has attractions in the developing world as it 

can be installed quickly in areas where electricity 

is urgently needed [3]. In Turkey, the production 

of electricity through wind energy connected to 

the grid started in 1998 and increased one fold in 

each year after 2006, see Figure 1. As seen from 

the Figure 2, in 2015, the overall energy produced 

via wind energy reached to 4718,3 MW [4]. 
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The wind speed is one of the most important 

parameters in determination of the wind energy 

potential of a region. For this reason, in a potential 

region, wind speed data are measured hourly and 

saved for one year and these data are used in 

measurement of the wind potential of that region. 

For this purpose, the measurement station is 

placed at a point of the region which is 

representative of that field. In the farm field, the 

height of the measurement station, which is 

located perpendicular to the direction of the 

dominating wind, is commonly two-third of the 

height of the wind turbine. The measurements 

could be performed at different heights, e.g. 10m, 

30m and 50m height of observation pole. These 

measurements are necessary to make a decision 

for investment. However, as they are long-term 

and expensive, they bring about extra cost and also 

prolonged the duration to the investment. For this 

reason, the success of the wind speed prediction 

methods for different heights could offer fast, 

reliable and cost-effective way by which the 

investment could be planned well-in advance. 

 

 
Figure 1. Annual installations for wind power plants 

in Turkey (MW) [4]. 

 

 
Figure 2. Cumulative installations for wind power 

plants in Turkey (MW) [4]. 

 

Wind energy industry depends on wind speed 

forecasts to help determine facility location, 

facility layout, as well as the optimal use of 

turbines in day today operations [5]. There are 

physical, statistical, artificial neural and hybrid 

methods on the prediction of wind speed. 

Especially, in recent years, artificial intelligence 

techniques, like artificial neural networks (ANN), 

fuzzy logic and support vector machines (SVM), 

and hybrids of these methods are widely used in 

the prediction of the wind speeds. In a review 

study, presenting the previous studies on the 

prediction of the wind speed and the energy 

produced, Lei et al. state that artificial techniques 

are more successful than the traditional techniques 

and hybrid models, which come out nowadays, of 

cause are advanced ones and have less error than 

others [6]. A research was developed by 

Mohandes et al. based on ANN and autoregressive 

model (AR), the results indicated that the ANN 

was superior to the AR model [7]. Mohandes et al. 

also introduced SVM to wind speed prediction and 

compared the performance with the multilayer 

perceptron (MLP) neural networks. Results 

indicate that SVM compare favorably with the 

MLP model [8]. A fuzzy model based on spatial 

correlation method was proposed by Damousis et 

al. to predict wind speed and power generation [9]. 

Kurban et al. analyzed the wind energy potential 

by using Weibull and Rayleigh statistical 

distribution functions. Results indicate that 

Weibull modeled wind speed better than Rayleigh 

[10]. Shi et al. investigated the applicability of 

hybrid models based on two case studies on wind 

speed and wind power generation. Two hybrid 

models, namely, ARIMA–ANN and ARIMA–

SVM, are selected to compare with the single 

ARIMA, ANN, and SVM forecasting models 

[11]. 

To the best our knowledge, this is the first study 

that handles the wind speed prediction problem 

via seven different algorithms. The remainder of 

this paper is organized as follows. In section 2, 

machine learning regression models used in wind 

speed forecasting are introduced. In Section 3, 

data set is given and in section 4 forecasting 

models are compared and evaluated. Finally, 

Section 5 presents the main conclusion of the 

paper. 

2. Machine learning regression methods 

Machine learning (ML) regression methods predict 

an unknown dependency between the inputs and 

output from a dataset [12]. Table 1 demonstrates a 

list of the ML regression methods, which are 

utilized in this paper. Most of these regression 

algorithms have been widely used for modeling 

many real-life regression problems. These methods 

are stated by The Waikato Environment for 

Knowledge Analysis (WEKA, 
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http://www.cs.waikato.ac.nz/~ml/weka/), the 

leading open-source platform in machine learning. 

WEKA is a comprehensive collection of machine-

learning algorithms for data mining tasks written 

in Java, containing tools for data pre-processing, 

classification, regression, clustering, association 

rules, and visualization [13]. In this study the 

algorithms are directly applied with WEKA 

platform and we utilized three categories of 

WEKA 3.6.13 platform as Functions, Lazy-

learning, and Tree-based learning algorithms. 

Functions incorporate algorithms, which are based 

on the mathematical models. Lazy-learning 

algorithms handle with training data until a query 

is answered. The lazy-learning algorithms 

aggregate the training data in memory and find out 

associated data in the database to satisfy a specific 

query. Tree-based learning algorithms are proper 

for making predictions via a tree structure. Leaves 

of the trees exemplify classifications and branches 

of the trees indicate conjunctions of features. The 

brief summary of the methods, used in this paper, 

are presented in Table 1. 

Table 1. Regression methods used in this paper. 

Categories Method Abbreviation 

Functions 

Multilayer 

Perceptron 
MLP 

Radial Basis 

Function 

Neural 

Networks 

RBFNetwork 

Support Vector 

Regression 
SVMr 

Lazy-

learning 

algorithms 

KStar K* 

Locally 

Weighted 

Learning 

LWL 

Tree-based 

learning 

algorithms 

DecisionStump DecisionStump 

RandomTree RandomTree 

    

2.1. Support vector regression (SVMr) 

The foundations of support vector machines 

(SVMs) have been developed by Vapnik [14] and 

have been increasingly used in different 

forecasting problems. Successful forecasting 

studies were performed with support vector 

regression (SVMr) in different fields such as 

production forecasting [15], speed of traffic flow 

forecasting [16] and financial time series 

forecasting [17, 18]. Also SVMr is used as a 

predictor to determine wind speed [8, 19].  

SVMr formulation is given below [20, 21, 22]; 

The simplest classification problem is two-class 

linear separable case. Assume that there is a 

training set which has “ l ” number points. 

1 1( , ),...., ( , )n nx y x y
,

d

ix R
,  1, 1iy   

      (1) 

Suppose that there are some hyper planes that 

separates two classes can shown as  

. 0w x b                              (2) 

where w  is weight vector which is normal to 

hyperplane, and b is the threshold value. In the 

simplest linearly separable case, we seek for 

“largest margin”. Margin borders can be 

formulated as 

. 1 1i iw x b y  
,

. 1 1i iw x b y    
   (3) 

Eq. (3) can be generalizable as  

( . ) 1, 1,....,i iy w x b i l  
              (4) 

The distance between margin borders is 

2
d

w


                                (5) 

Here
w

 is the Euclidean norm of w . According to 

theory, to determine unique solution with finding 

optimal hyperplane “d” must be maximized. To 

calculate optimal hyperplane we have to minimize 

1/2 w  2                             (6) 

subject to Eq. (3). This quadratic optimization 

problem can be solved with Lagrange Multipliers. 

2

1

1
( , , ) [ ( . ) 1]

2

l

i i

i

L w b w y w x b


     
      (7) 

Eq. (7) is a Lagrangian where w  and b are primal 

variables and i is dual variable. To find the 

optimal solution of the primal optimization 

problem (Eq. 7) we have to minimize primal 

variables w andb . 

( , , )
0

L w b

w

 


                             (8) 
( , , )

0
L w b

b

 


                             (9) 

After calculating above differential operations, 

Eqs. (10, 11) are found. 

1

0 0, 1,...,
l

i i i

i

y i l


    
     (10) 

http://www.tureng.com/search/threshold+value
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0, 1,...,i i l  

          (11) 

By using a generalized method of Lagrange 

multipliers called Karush–Kuhn–Tucker 

conditions we can provide below equation where
0  points from the Eq. (4). Those points are 

subset of training data with the non-zero 

Lagrangian multipliers called Support Vectors. 

[ ( . ) 1] 0,i i iy w x b    1,...,i l        (12) 

We can transform Eq. (12) into Eq. (13) subject to 

Eqs. (10, 11) . In our Lagrangian equation, there 

are only dual variables after substitution primal 

variables w andb . Now, our problem is a dual 

optimization problem, it can be solved as shown 

below, 

Maximize 

1 1 1

1
( ) ( )

2

l l l

i i j i j i j

i i j

L y y x x
  

      
      (13) 

subject to Eq. (10). 

2.2. Multi layer perceptron (MLP) 

The MLP is a feed forward artificial neural 

network (ANN) trained with the back propagation 

algorithm that consists of neurons with 

substantially weighted interconnections, where 

signals always travel to the direction of the output 

layer. These neurons are mapped as sets of input 

data onto a set of proper outputs with hidden 

layers. The input signals are sent by the input layer 

to the hidden layer without execution of any 

operations. Then the hidden and output layers 

multiply the input signals by a set of weights, and 

either linearly/non-linearly transforms results into 

output values. The connection between units in 

following layers has an associated weight. These 

weights are optimized to compute reasonable 

accuracy of prediction [23, 24]. A typical MLP 

with one hidden layer can be mathematically 

describe in Eqs. (14, 18) as below [25, 26, 27]: 

j

N

i

ijij aaXu

input

0

1

 


                 (14) 

Eq. (14) defines summing products of the inputs  

( iX ) and weight vectors ( ija ) and a bias term of 

hidden layer ( ja0 ). In Eq. (15), the outputs of 

hidden layer ( jZ ) are obtained as transforming 

this sum, which is defined in Eq. (14), by using 

activation function g . 

)( jj ugZ                           (15) 

The most widely used activation function is 

sigmoid function [28], which is defined in Eq. (16) 

for input x . The hidden and output layers are 

based on this sigmoid function. 

)1(

1
)()(

xe
xsigmoidxg


            (16) 

Eq. (17) defines summing products of hidden 

layer’s outputs ( jZ ) and weight vectors ( jkb ) and 

bias term of output layer ( kb0 ). 

k

N

j

jkjk bbZv
hidden

0

1

 


                 (17) 

In Eq. (18), the outputs of the output layer ( kY ) are 

obtained by transforming this sum, that is 

calculated in Eq. (17), using sigmoid function g , 

which is defined in Eq. (16). 

)( kk vgY                          (18) 

2.3. Radial basis function neural networks 

(RBFNetwork) 

An RBFNetwork is a type of a feed-forward neural 

network comprised of three layers: input, hidden 

and output layers. Even though the computations 

between input and hidden layers are nonlinear, 

they are linear between hidden and output layers. 

An RBFNetwork can build both regression and 

classification models [29]. It differs from an MLP 

in the way the hidden layer units perform 

calculations. In an RBFNetwork, inputs from the 

input layer are mapped to each of the hidden units. 

The hidden units use radial functions such as the 

bell-shaped Gaussian function for activation. The 

activation h(x) of the Gaussian function for a 

given input x decreases monotonically as the 

distance between x and the center c of the 

Gaussian function increases. The most general 

RBFNetwork can be mathematically defined as 

below [30]: 

))()(()( 1 cxRcxxh T              (19) 

where c is the center, R is the metric and  is the 

function The metric is often Euclidean so that 

IrR 2 for some scalar radius r and the Eq.(20) 

simplifies to 













 


2

)()(
)(

r

cxcx
xh

T

              (20) 

The simplification is a one-dimensional input 

space in which case 








 


2

2)(
)(

r

cx
xh               (21) 

The Gaussian function 
zez )( is used. 

http://en.wikipedia.org/wiki/Lagrange_multipliers
http://en.wikipedia.org/wiki/Lagrange_multipliers
http://www.tureng.com/search/substitution
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Therefore a typical radial function is the Gaussian 

which, in the case of a scalar input, is 








 


2

2)(
exp)(

r

cx
xh             (22) 

2.4. KStar (K*) 

KStar is an instance-based classifier used for 

regression problems [31]. It uses entropic 

measure, based on probability of transforming 

instance into another by randomly selecting 

between all possible transformations. Using 

entropy as appraise of distance has numerous 

utility. Tackling with the missing values by 

classifiers pose a problem. Usually missing values 

treated as a separate value, thought as maximally 

different, substitute for average value, which 

otherwise would simply be ignored. Entropy 

based classifier is a solution for such issues [32]. 

2.5. Locally weighted learning (LWL) 

The LWL uses an instance-based algorithm, 

assigns instance weights. This algorithm can 

perform both classification and regression [33]. 

The basic idea of the LWL is that any non-linearity 

can be approximated by a linear model, if the 

output surface is smooth. Therefore, instead of 

looking for a complex global model, it is simple to 

approximate non-linear functions by using 

individual local models [34]. 

2.6. DecisionStump 

DecisionStump, constructs one-level binary 

decision trees for datasets with a categorical or 

numeric class, handling with missing values by 

treating them as a separate value and extending a 

third branch from the stump [35]. It makes (i) 

regression based on mean-squared errors or (ii) 

classification based on entropy depending on the 

data type to be predicted [36]. It also finds a single 

attribute that provides the best discrimination 

between the classes and then bases future 

predictions on this attribute [37]. 

2.7. RandomTree 

RandomTree is also a regression-based decision 

tree algorithm. Trees built by RandomTree 

consider  randomly selected attributes at each 

node. It performs no pruning. Also has an option 

to allow prediction of class probabilities based on 

a hold-out set (backfitting) [35]. 

3. The data set 

In this study, twelve months data used which 

consists of 10 m and 30 m heights. Measurements 

were  generally  taken  at  10–30  m  heights  from  

the  ground [1]. An annual set of data, collected 

for a wind farm which is planned to be established 

in Kutahya was investigated.  Kutahya is a region 

of Turkey has potential of wind power. By using 

wind speed values obtained for 10 m of height, 

wind speed values for 30 m of height were 

predicted by SVMr, MLP (the most commonly 

used technique in prediction of wind speed), 

RBFNetwork, K*, LWL, DecisionStump, 

RandomTree techniques. The results of prediction 

were compared by each other and actual wind 

speed. 

From whole set of data, the first eleven months of 

the year data is used for training stage and one 

month (December) data is used for validating the 

results obtained. Daily averaged datas are used 

and the data collected in the first five days of the 

June were ignored and were not considered in 

calculations due to maintenance of the station that 

was performed in that period. The data are 

summarized in Table 2 monthly used in this paper. 

Table 2. Summary of used datas. 

  10 meters 30 meters 

  Min Max Average Min Max Average 

Jan. 1,36 8,56 4,11 1,86 9,33 4,62 

Feb. 1,77 7,79 3,92 1,89 8,64 4,28 

March 1,98 9,33 4,68 1,78 9,30 4,94 

April 2,77 7,32 4,30 3,00 7,70 4,58 

May 2,59 6,25 4,00 2,56 6,68 4,23 

June 3,02 7,92 4,48 3,24 8,41 4,81 

July 3,09 5,59 4,33 3,30 5,98 4,64 

Aug. 2,78 6,71 4,10 2,86 7,20 4,41 

Sept. 2,74 7,02 4,01 2,86 7,50 4,28 

Oct. 1,99 7,30 3,98 1,90 8,00 4,31 

Nov. 2,52 9,18 4,73 2,72 9,83 5,09 

    

4. Findings 

In this paper, a comparative assessment on  wind 

speed prediction has been performed via seven 

machine learning regression methods. Forecasting 

results obtained were compared to each other and 

actual data sets. For wind prediction, data of 331 

days wind speed measured at 10 and 30 meters 

were used for training, while data of 31 days in 

December were used for testing. After many 

different trials for each model, polynomial kernel 

was selected for SVMr; where p and C (complexity 

coefficient) were taken as 1. In MLP method, 

learning coefficient was L=0.3, moment was 
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M=0.2, training number was N=500 and hidden 

layer number was H=2. Minimum standard 

deviation was 0.1, random seed was 1 and number 

of clusters was 2 for RBFnetwork. In random tree 

the number of randomly chosen attributes K and 

maximum depth  for unlimited was taken as 0, the 

minimum total weight was 1, one random seed and  

no allow of unclassified instances. The parameter 

for global blending was determined as 20 for K* 

and weighting function was determined as linear 

for LWL. 

Wind speed forecasting comparison results are 

presented in Figure 3 and Figure 4 via Bar Chart 

with lower and upper bounds and Cumulative Line 

Chart, also the numerical descriptors are depicted 

with Boxplots presented in Figure 5. The boxes 

indicate the interquartile ranges, the whiskers show 

the 5th and 95th percentile of observed and 

predicted data and the horizontal line within each 

boxes indicate the median values. Skewness, a 

description of wind speed distribution asymmetry, 

is shown in the Figure 5. Typically, wind speed 

data are positively skewed, placing the mean in the 

upper half of the data, i.e., they have a long right 

tail. This means that large positive deviations from 

the mean wind speed are more frequent than 

negative deviations of the same magnitude. This is, 

because wind speed values are one-sidedly 

bounded. The degree of positive skewness 

illustrates that wind speed typically occurs as many 

small events with a few large events that elevate 

the mean. The predictions fit the observed data 

well. The MLP and RandomTree did a fairly good 

job at capturing the observed data, however the 

overall performance of SVMr are the best when 

compared to the patterns of the observed wind 

speed data. Overall, results suggest that SVMr 

forecasting results are more realistic than other six 

methods’ forecasting results. 

 
Figure 3. Bar chart comparison of actual wind speed 

with lower and upper bounds. 

 
Figure 4. Cumulative line chart comparison with 

machine learning regression methods. 

 

 
Figure 5. Boxplot comparison of actual wind speed 

with machine learning regression methods. 

 

Performances of the methods employed were 

compared using different statistical measures. 

Mean absolute error (MAE), root mean square 

error (RMSE) and coefficient of determination 

(R2) are among the widely used measures that are 

based on the notion of “mean error”. Relative 

absolute error (RAE) and root relative squared 

error (RRSE) are based on the notion of “relative 

error”. Successes of SVMr, MLP, RBFNetwork, 

K*, LWL, DecisionStump, RandomTree methods 

were compared using the measures of R2, MAE, 

RMSE, RAE and RRSE. Calculated values related 

to statistical measures are given in Table 3.  

Similarly when we test the data with traditional 

regression method, we obtained relatively worse 

prediction performance (MAE: 0.727, RMSE: 

0.8902, R2: 0.5975, RAE: %69.02 and RRSE: 

%63.26). 
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Table 3. Comparison of statistical measures. 

Machine 

learning 
Model R2 MAE RMSE RAE RRSE  

Functions 

MLP 0,98   0,15   0,21 14,13  14,98 

RBF 

Network 
0,75   0,57   0,70 54,28  49,64 

SVMr 0,98   0,11   0,18 10,35  12,75 

Lazy-

learning 

algorithms 

KStar 0,94   0,27   0,51 25,41  36,36 

LWL 0,80   0,50   0,63 47,79  44,92 

Tree-

based 

learning 

algorithms 

Decision 

Stump 
0,60   0,73   0,89 68,91  63,41 

Random 

Tree 
0,97   0,15   0,22 14,58  15,90 

    

5. Result 

Within the scope of the study, wind speed 

predictions were performed by seven machine 

learning regression methods. To the best our 

knowledge, it is the first so comprehensive 

comparative study that handles the wind speed 

prediction problem via seven different algorithms. 

All seven methods are compared and it is shown 

that each of the three methods, SVMr, MLP and 

RandomTree, are highly successful in wind speed 

forecasting than the other four methods. When the 

methods are compared, the correlation between 

wind speed at 30 m and prediction result are very 

close to each other for these three techniques. As 

seen from Figure 5, the wind speed predictions of 

the SVMr, MLP and RandomTree methods were 

fairly accurate. If statistical analysis criteria were 

applied, however, it can be seen that MAE, 

RMSE, RAE and RRSE values are much smaller 

for SVM technique. Thus, it can be stated that, in 

this sample study, SVMr shows a better 

performance compared to others. 

The study shows that three methods are quite 

successful in the prediction of the wind speeds and 

the predicted values are very close to the real 

measurements. For this reason, it can be stated that 

wind speed predictions for different heights made 

by SVMr, MLP and RandomTree may help in 

decision making for establishment of wind farms 

and in wind farm planning activities. 

Finding suitable and accurate wind speed 

predictor is crucial in wind energy applications. 

it’s obtained that prediction success of SVM has 

been found more satisfactory than the other's. It is 

concluded that the SVM’s can be used effectively 

as an alternative method by researchers and the 

investors for predicting the wind speed. 

 

References 

[1] İlkiliç, C. Wind Energy and Assessment of 

Wind Energy Potential in Turkey, Renewable 

and Sustainable Energy Reviews, 16(2), 1165-

1173, (2012). 

[2] 2015-2019 Strategic Plan of the Energy and 

Natural Sources, Turkey’s Ministry of Energy 

and Natural Sources, 

http://www.enerji.gov.tr/File/?path=ROOT%2

f1%2fDocuments%2fStrategic+Plan 

%2fStrategicPlan2015-2019.pdf. 

[3] World Energy Council, World Energy 

Resources: 2013 Survey, Chapter 10 Wind, 

https://www.worldenergy.org/wp-

content/uploads/2013/09/Complete_WER_201

3_Survey.pdf 

[4] Turkish Wind Energy Statistics Report, January 

2016, Turkish Wind Energy Association, 

http://www.tureb.com.tr/publications/turkish-

wind-energy-statistics-report-january-2016 

(Available: 5.4.2016). 

[5] Manwell, J., McGowan, J. and Rogers, A., 

Wind Energy Explained: Theory, Design, and 

Application. John Wiley & Sons, West Sussex, 

(2009). 

[6] Lei, M., Shiyan, M., Chuanwen, J., Hongling, 

L. and Yan, Z., A Review on the Forecasting of 

Wind Speed and Generated Power, Renewable 

and Sustainable Energy Reviews, 13, 915–920, 

(2009). 

[7] Mohandes, M.A, Rehman, S. and Halawani, 

T.O., A Neural Networks Approach for Wind 

Speed Prediction, Renewable Energy, 13(3), 

345-54, (1998). 

[8] Mohandes, M.A., Halawani, T.O., Rehman, S. 

and Hussain, A.A., Support Vector Machines 

for Wind Speed Prediction, Renewable Energy, 

29(6), 939-47, (2004). 

[9] Damousis, I.G., Alexiadis, M.C., Theocharis, 

J.B. and Dokopoulos, P.S., A Fuzzy Model for 

Wind Speed Prediction and Power Generation 

in Wind Parks using Spatial Correlation, 

Energy Conversion, 19(2), 352-61, (2004). 

[10] Kurban, M., Hocaoğlu, F. O. and Kantar, Y. M., 

Rüzgar Enerjisi Potansiyelinin Tahmininde 

Kullanılan İki Farklı Istatistiksel Dağılımın 



186           Y. S. Turkan, H. Yumurtaci Aydogmus, H. Erdal / Vol.6, No.2, pp.179-187 (2016) © IJOCTA 

Karşılaştırmalı Analizi, Pamukkale 

Üniversitesi Mühendislik Bilimleri Dergisi, 

13(1), 103-109, (2007). 

[11] Shi, J., Guo, J. and Zheng, S., Evaluation of 

Hybrid Forecasting Approaches for Wind 

Speed and Power Generation Time Series, 

Renewable and Sustainable Energy Reviews, 

16, 3471-3480, (2012). 

[12] Tüfekci, P., Prediction of Full Load Electrical 

Power Output of a Base Load Operated 

Combined Cycle Power Plant using Machine 

Learning Methods, International Journal of 

Electrical Power & Energy Systems, 60, 126-

140, (2014).  

[13] Hornik, K., Christian, B. and Achim, Z., Open-

source Machine Learning: R Meets Weka, 

Computational Statistics, 24(2), 225-232, 

(2009). 

[14] Vapnik, V., The Nature of Statistical Learning 

Theory, Springer, NY, (1995). 

[15] Pai, P.F., Yang, S.L. and Chang, P.T., 

Forecasting Output of Integrated Circuit 

Industry by Support Vector Regression Models 

with Marriage Honey-bees Optimization 

Algorithms, Expert Systems with Applications, 

36, 10746-10751, (2009). 

[16] Castro-Neto, M., Jeong, Y.S., Jeong, M.K. and 

Han, L.D., Online-SVR for Shortterm Traffic 

Flow Prediction under Typical and Atypical 

Traffic Conditions, Expert Systems with 

Applications, 36, 6164-6173, (2009). 

[17] Hsu, S.H., Hsieh, J.J.P., Chih, T.C. and Hsu, 

K.C., A Two-stage Architecture for Stock Price 

Forecasting by Integrating Self-organizing Map 

and Support Vector Regression, Expert 

Systems with Applications, 36, 7947-7951, 

(2009). 

[18] Huang, C.L. and Tsai, C.Y., A Hybrid SOFM–

SVR with a Filter-based Feature Selection for 

Stock Market Forecasting, Expert Systems with 

Applications, 36, 1529-1539, (2009). 

[19] Salcedo-Sanz, S., Ortiz-Garci, E.G., Perez-

Bellido, A.M., Portilla-Figueras, J.A., Prieto, 

L., Paredes, D., et al., Performance Comparison 

of Multilayer Perceptrons and Support Vector 

Machines in a Short-term Wind Speed 

Prediction Problem, Neural Network World, 

19(1), 37-51, (2009). 

[20] Erdal, H., Makine Öğrenmesi Yöntemlerinin 

İnşaat Sektörüne Katkısı: Basınç Dayanımı 

Tahminlemesi, Pamukkale Üniversitesi 

Mühendislik Bilimleri Dergisi, 21(3), 109-114, 

(2015). 

[21] Yapraklı, T.Ş. and Erdal, H., Firma 

Başarısızlığı Tahminlemesi: Makine 

Öğrenmesine Dayalı Bir Uygulama, Bilişim 

Teknolojileri Dergisi, 9(1), 21-31, (2016). 

[22] Erdal, H.I., Namli, E., Yumurtaci Aydogmus, 

H. and Turkan, Y.S., Comparing Ensembles of 

Decision Trees and Neural Networks for One-

day-ahead Stream Flow Prediction, Scientific 

Research Journal, I(IV), 43-55, (2013). 

[23] Elish, M. O., A Comparative Study of Fault 

Density Prediction in Aspect-oriented Systems 

using MLP, RBF, KNN, RT, DENFIS and SVR 

Models, Artificial Intelligence Review, 42(4), 

695-703, (2014). 

[24] Lek, S. and Park, Y.S., Multilayer Perceptron. 

In: Jorgensen, S.E., Fath, B., (Eds.), 

Encyclopedia of Ecology, Academic Press, 

Oxford, 2455-2462, (2008). 

[25] Yumurtaci Aydogmus, H., Ekinci, A., Erdal, 

H.İ. and Erdal, H., Optimizing the Monthly 

Crude Oil Price Forecasting Accuracy via 

Bagging Ensemble Models, Journal of 

Economics and International Finance, 7(5), 

127-136, (2015). 

[26] Yumurtaci Aydogmus, H., Erdal, H.İ., 

Karakurt, O., Namli, E., Turkan, Y.S. and 

Erdal, H., A Comparative Assessment of 

Bagging Ensemble Models for Modeling 

Concrete Slump Flow, Computers and 

Concrete, 16(5), 741-757, (2015).  

[27] Erdal, H.I. and Ekinci, A., A Comparison of 

Various Artificial Intelligence Methods in the 

Prediction of Bank Failures, Computational 

Economics, 42(2), 199-215, (2013). 

[28] Karlik, B. and Olgac, A.V., Performance 

Analysis of Various Activation Functions in 

Generalized MLP Architectures of Neural 

Networks,  International Journal of Artificial 

Intelligence and Expert Systems, 1(4), 111-122, 

(2011). 

[29] Crouch, C., Crouch, D., Maclin, R. and 

Polumetla, A., Automatic Detection of RWIS 

Sensor Malfunctions (Phase I). Final Report, 

Published by Intelligent Transportation 

Systems Institute Center for Transportation 

Studies University of Minnesota, CTS 09-10, 

(2009). 

[30] Orr, M.J.L., Introduction to Radial Basis 

Function Networks: Centre for Cognitive 

Science, University of Edinburgh, 9-40, (1996). 

[31] Cleary, J.G. and Trigg, L.E., K*: An Instance-



The prediction of the wind speed at different heights by machine learning methods                       187 

 
based Learner using an Entropic Distance 

Measure. In: 12th International Conference on 

Machine Learning, 108-114, (1995). 

[32] Painuli, S., Elangovan, M. and Sugumaran, V., 

Tool Condition Monitoring using K-star 

Algorithm, Expert Systems with Applications,  

41, 2638-2643, (2014). 

[33] Jiawei, H. and Kamber, M., Data Mining: 

Concepts and Techniques. San Francisco, CA, 

itd: Morgan Kaufmann, 5, (2001). 

[34] Arif, M., Ishihara, T. and Inooka, H., 

Incorporation of Experience in Iterative 

Learning Controllers using Locally Weighted 

Learning, Automatica, 37, 881-888, (2001). 

[35] Witten, I.H., Frank, E. and Hall, M.A., Data 

Mining Practical Machine Learning Tools and 

Techniques, Third Edition, San Francisco, 

Morgan Kaufmann, (2011). 

[36] Csépe, Z., Makra, L., Voukantsis, D., 

Matyasovszky, I., Tusnády, G., Karatzas, K. 

and Thibaudon, M., Predicting Daily Ragweed 

Pollen Concentrations using Computational 

Intelligence Techniques over Two Heavily 

Polluted Areas in Europe, Science of The Total 

Environment, 476, 542-552, (2014). 

[37] Iba, W.L., Induction of One-level Decision 

Trees. In: Ninth International Conference on 

Machine Learning, Aberdeen, (1992).  

 

Yusuf S. Turkan received his Bachelor of Science 

in 2001 from Industrial Engineering Department. 

He has completed his Master of Science (2004) 

and PhD Program (2008) in Industrial 

Engineering at the Istanbul University. During his 

Master of Science and PhD studies, he worked at 

Istanbul University as a research assistant.  Since 

2010, Dr. Turkan has been working as an Asistant 

Professor in the Industrial Engineering 

department of Istanbul University. He is a member 

of the board of Istanbul University Open and 

Distance Education Faculty, and also coordinator 

of the Distance Industrial Engineering Program.. 

 

Hacer Yumurtaci Aydogmus received her 

Bachelor of Science in 2001 from Industrial 

Engineering Department. After undergraduate 

work, she began working as a research assistant 

at Istanbul University until 2013. She has Master 

of Science degree from Yıldız Technic University 

Business Management and doctor degree from 

Istanbul University Industrial Engineering 

Department. She is working at Faculty of 

Engineering -which was founded in 2010 as a part 

of Akdeniz University  and has become a part of 

Alanya Alaaddin Keykubat University (ALKU) in 

2015- as an assistant Professor and head of 

department since 2013. 

 

Hamit Erdal (Ph.D. student, Ataturk University) 

graduated from Turkish Army Military Academy 

with an Honours Bachelor in 2004. Since then he 

has completed his Masters of Science at the same 

university. His Master's thesis centered on 

optimization of ammunition distribution network. 

Hamit is currently in a PhD program at the 

Ataturk University.  His current research focus is 

production management. He is the author and co-

author of several scholarly articles and 

monographs. 

 

 


