
An International Journal of Optimization and Control: Theories & Applications

ISSN:2146-0957 eISSN:2146-5703

Vol.14, No.3, pp.249-260 (2024)

http://doi.org/10.11121/ijocta.1519

RESEARCH ARTICLE

Design optimal neural network based on new LM training algorithm
for solving 3D - PDEs

Farah F. Ghazi a, Luma N. M. Tawfiq a*

aDepartment of Mathematics, College of Education for Pure Science, Ibn Al-Haitham, University of Baghdad,
Baghdad, Iraq
farah.f.g@ihcoedu.uobaghdad.edu.iq, luma.n.m@ihcoedu.uobaghdad.edu.iq

ARTICLE INFO ABSTRACT

Article History:
Received 4 January 2024
Accepted 28 April 2024
Available Online 19 July 2024

In this article, we design an optimal neural network based on new LM training
algorithm. The traditional algorithm of LM required high memory, storage
and computational overhead because of it required the updated of Hessian ap-
proximations in each iteration. The suggested design implemented to converts
the original problem into a minimization problem using feed forward type to
solve non-linear 3D - PDEs. Also, optimal design is obtained by computing the
parameters of learning with highly precise. Examples are provided to portray
the efficiency and applicability of this technique. Comparisons with other de-
signs are also conducted to demonstrate the accuracy of the proposed design.
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1. Introduction

Partial differential equations (PDEs) based math-
ematical models can be used to describe a wide
variety of physical issues. The PDEs govern a
wide range of physical, chemical, and biological
events [1, 2]. A mathematical model is a con-
densed, mathematically stated depiction of phys-
ical reality. Nonlinear PDEs are also crucial for
study in a wide range of domains, including hy-
drodynamics, engineering, quantum field theory,
optics, plasma physics, etc [3–5]. Since they fre-
quently do not have exact solutions, numerical
techniques are used to approximate them.

In addition, many researchers have been solve
nonlinear PDEs by using homotopy analy-
sis method (HAM) [6], Homotopy perturba-
tion method (HPM) [7, 8], Variational Iteration
method (VIM) [9], and Adomain decomposition
methods (ADM) [10–17]. Moreover, a number of
methods, including numerical approach used to

solve different type of PDEs for more details see
[18–22], iterations, differential, and Laplace trans-
formation approaches, have been utilized to nu-
merically and analytically solve comparable types
of the wave-like and also heat-like problems. It
is important to use a suitable method for solv-
ing any equation or problem. In recent years
some authors used neural networks as an impor-
tant method to solve many of real-world prob-
lems because of their specification. Some authors
used ANNs for solving different types of differen-
tial equations such that Oraibi et. al. [23] first
gave the concept of solving ordinary differential
equations using a neural network by formulating
a trial solution of the differential equation. The
authors tested the applicability and accuracy of
their developed method not only for ordinary dif-
ferential equations but also for systems of cou-
pled differential equations. Further, the authors
compared their results with the results obtained
by using other numerical methods, and reported
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that developed ANN method is superior in terms
of memory requirements and accuracy.

Several attempts have been made to solve dif-
ferent types of differential equations using feed-
forward neural networks. Hussein and Mo-
hammed [24] reported a hybrid method by com-
bining optimization techniques with neural net-
works to solve high-order ordinary differential
equations. In a related work, Tawfiq and Hus-
sein [25] introduced a novel method for solving
boundary value problems using artificial neural
networks. They also implemented the method
for irregular domain boundaries with Dirichlet
as well as Neumann boundary conditions and
used for processing face recognition. Tawfiq [26]

solved initial and boundary value problems us-
ing a single-layer finite element neural network
and investigated the accuracy of the method for
nonlinear forward and inverse problem, and also
for a system of ordinary differential equations.
Salih and Tawfiq [27] presented a functionally
weighted neural network (FWNN) a new class of
artificial neural networks incorporating an infinite
number of nodes and showed that their new net-
work has superior extrapolation capability over
other networks then used to solve Troesch’s prob-
lem. Hussien et. al. [28] proposed an artifi-
cial neural networks-based deep neural network
and dropout to solve time dependent differen-
tial equations. The authors showed that artificial
neural network-based deep is very well approx-
imating dynamic systems represented by time-
dependent differential equations. Ali and Taw-

fiq [29] in their paper used artificial neural net-
works to approximate the solution of unsteady
state confined aquifer problem. The authors used
linear and non-linear terms in different types of
unsteady sate differential equations to illustrate
the accuracy of the method. Ali et. al. [30] pro-
posed feed forward neural network design for solv-
ing nonlinear second order, eigenvalue problem for
partial differential equation. They presented ex-
ample to show speed, accuracy and effectiveness
of applying neural network technique and found
their results more precise than other numerical
methods. The proposed neural network based
on new modification of BFGS update algorithm.
Gupta and Batra [31] developed a vectorized al-
gorithm and impleme-nted it in Python code us-
ing a deep artificial neural network to solve the
system of ordinary differential equations. Fur-
ther, to show the effectiveness of the proposed
method he compared his results with the fourth-
order Runge-Kutta method and showed the high
accuracy of his proposed method. Hussien and

Dhannoon [28] presented a meshless parameter
estimation method for solving a system of par-
tial differential equations using an artificial neu-
ral network. The authors demonstrated that the
deep learning ANN-based approach is very effec-
tive in solving differential equations in reasonable
computing times. They illustrated their method
for linear and non-linear partial differential equa-
tions with Dirichlet and Neumann boundary con-
ditions for both regular and irregular boundaries.
Khamas et. al. [32] design suitable neural net-
work to solve singular initial and boundary value
problems. The proposed design used to determine
the effect hookah smoking on health with different
types of tobacco. Tawfiq et. al. [33] in their pa-

per discussed pitfalls for solving differential equa-
tions with neural networks. They considered ex-
amples and counter-examples for numerical tests
to substantiate their findings. ANNs have a lot of

advantages including high learning ability, adap-
tiveness, parallel processing, fault-tolerance, er-
ror computation, and machine training making
this method the preferred choice to solve ordi-
nary, partial and singular differential equations
with initial or/and boundary conditions [34]. The
researchers used different design of ANNs depend-
ing on type of problems; number of given data
or samples. While, the ANN reliability has been
assessed in this research. The new approach of
training based on the LM training algorithm has
been proposed. The objective function for this
research include the minimizing.

This article has been consisting as follows: In
next section, define and gives a background of the
ANNs. In section 3, LM training algorithm is pre-
sented. In section 4, modification for LM training
algorithm will be given. In section 5, 3D equa-
tion Linear & non PDE presented then we design
optimal ANN for solving this equation with im-
plementation and discussions for the result will be
given. Finally, the conclusions are given in section
6.

2. Neural networks

A neural network is a structure of parallel pro-
cessing for distributing information in the form of
connected layers consist of a set of nodes called
neurons (also are called processing elements) is
the basic processor in ANNs, along with directed
line segments between them called links (also are
called connections). All nodes can be taken any
number of arrival connections and can have any
number of coming out connections, but the signs
must be the same [31]. In effect, all nodes have a
one coming out connection that can branch out to
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form multiple output connections, each of which
carries the same sign. Each node possesses a
transfer (activation) function which can use in-
put signs, and which produces the node’s out-
put sign. Generally, ANNs have been general-
izations of mathematical models of human brain,
based on the processing of information occurs at
many connections nodes; signs are passed between
nodes over connection links which has an associ-
ated weight; each node applies an transfer func-
tion to its weighted input net to determine its sign
of output.

Thus for a given input vector x, the input to this
neuron is W T

j x . We assume that each of the hid-
den neurons has identical transfer function σ, but
that bias bj. So the output from the j-th hidden
neuron is σ(W T

j x+ bj).

Now we denote the weight connecting the jth hid-
den node to the output by 0j . The output func-
tion g(x) of the ANN is therefore [35]:

g (x) =
k∑

j=1

0jσ(W T
j x+ bj) (1)

Note that σ must be sigmoidal functions, so we
choice suitable σ herein defined as [32]:

σ (ni) =
2

e−2ni + 1
− 1 (2)

Then, the ANN input-output equation is:

Ŷ = Φ(xTW T + bT )0T

where WϵRn×r;0ϵR1×n and bϵRn×1 are the ad-
justable input weights, output weights and bias
respectively.

The structure of interconnections ANN can be
classified to different classes of ANNs architecture
such feed forward neural network (FFNN): orga-
nized of nodes are in the form of layers and ar-
rival input from the previous layer then feed their
output to the next layer, in a strictly the data
goes from the input node to the output node as
feed-forward way i.e., forward loops. Feedback
neural network (FBNN): all possible connections
are allowed between layers and neurons. The data
transfer in the network as back loops. Herein we
choose FFNN.

3. LM Training algorithm

Here’s a simplified mathematical breakdown of
the ”trainlm” algorithm:

(1) Initialization:
• Initialize weights (W) and biases (b)
randomly.

• Set the learning rate (η = 0.001) for
the Levenberg-Marquardt algorithm.

(2) Forward Propagation:
• For each input sample xi:
• Calculate the weighted sum and ap-
ply the activation function for each
neuron in the hidden layer:

aij =

n∑
k=1

wijkxik + bij (3)

uij = σ(aij)

• Propagate the activations to the out-
put layer using a similar process:

aik =

m∑
j=1

wijkaij + bik (4)

uik = σ(aik)

(3) Calculate Error:
Compute the error (Ei) between predicted
(neural) output (uik) and target (exact)
output (u̇ik)

Ei =
1

2

K∑
k=1

(u̇ik − uik)
2 (5)

(4) Backpropagation:
• Compute the gradient of the error
with respect to weights and biases in
the output layer:

gik = − ˙(uik − uik) σ́(aik) (6)

∂Ei

∂wijk
= gikaij

∂Ei

∂bik
= gik

• Propagate the error gradient back to
the hidden layer and compute gradi-
ents there

gij = σ́(aij)

K∑
k=1

wijkgik (7)

∂Ei

∂wijk
= gijxik

∂Ei

∂bij
= gij

(5) Update Weights and Biases Using
Levenberg-Marquardt:

• The Update the weights and biases
using the Levenberg-Marquardt up-
date rule:

w
(t+1)
ijk = w

(t)
ijk − η ρ
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w
(t+1)
ijk = w

(t)
ijk −

(
JTJ + λI

)−1
JT
k e (8)

b
(t+1)
ijk = b

(t)
ijk − η ρ (9)

Where, ρ is search direction.
(6) Repeat:

• Iterate through the dataset multiple
times, adjusting weights and biases
after each iteration.

• Stop when the error converges or
a predefined number of iterations is
reached.

Based on its speed, the algorithm seems to be the
most efficient way to train feedforward neural net-
works of moderate size (with up to several hun-
dred weights). Additionally, it has a streamlined
implementation in MATLAB software, as the ma-
trix equation solution is built-in. These attributes
make it particularly effective in a MATLAB envi-
ronment [28].

4. Suggested modification for LM
training algorithm

In this section we will present suggested modified
for LM training algorithm denoted by MLM as
follow:

Algorithm 1.
Step 1: Given point x0 ∈ Rn and constants
d0, d1, d2, µ0 and m such that µ0 > m > 0;
0 < d0 < d1 < d2 < 1.σ ∈ (0, 2], θ ∈ [0, 1] Let
k = 0.
Step 2: If

∥∥JT
k Ek

∥∥ < ϵ, then stop. otherwise
Solve

λk = µk

(
θ ∥Ek∥σ

1 + ∥Ek∥σ
)
+

(1− θ)
∥∥JT

k Ek

∥∥σ
1 +

∥∥JT
k Ek

∥∥σ (10)

Step 2. Compute the search direction pk

pk =
(
JT
k Jk + λkI

)−1
JT
k Ek. (11)

Step 3: Calculate rk = Aredk/Predk, where Aredk
is an actual reduction which equal to:

Aredk = ∥Ek∥2 − ∥E (xk + pk)∥2 (12)

and Predk is a predicted reduction which equal to:

Predk = ∥Ek∥2 − ∥Ek + Jkpk∥2 (13)

set

xk+1 =

{
xk + pk if rk ≥ d0

xk otherwise

Step 4: Choose µk+1 as

µk+1 =


4µk if rk < d1

µk if rk ∈ [d1, d2]

max
{µk

4 ,m
}

ifrk > d2

Step 5: Take k := k + 1 and go to Step 2.

5. Design optimal ANN to solve 3D-
differential equations

In this section we suggest optimal design ANN
to solve 3D- PDEs. The optimum based on suit-
able choice of number of neurons in the hidden
layer depending on trial and error. That is design
ANN requires fully interconnection three layers;
1st layer is input layer consist 4 neurons in the
input layer (x, y, z&t); 3rd layer is output layer
consist one neuron with linsig. transfer function
which represents the solution of the network and
2nd layer is hidden layer with tanhsig. transfer
function consist 9 neurons in 1st trial then 10
neurons in 2nd trial then 13 neurons in 3rd trial
and 15 neurons in 4th trial. So, we comparing

between the number of neurons in hidden layer in
the training ANN, for solving non- linear PDE we
see that in case solving the linear equation when
the number of neurans large (15 neurons) that
make a good design for ANN to solve it according
to time 00:00:08 with performance 4.7370e-07 and
best epoch 726, see Figures 2, 3, 4 and 5. But Fig-
ure 1, illustrat the implementation and accuracy
of suggested design in different values of time t.
Whereas, in nonlinear equation the lower number
of neurons (9 nodes) in the hidden layer give the
better value according to time 00:00:00 with per-
formance of the network solution unet (x, y, z, t; θ)
is 8.7805e-30 and best epoch 8, see Figures 7, 8,
9 and 10. The preformance of the network solu-
tion unet (x, y, z, t; θ) is 8.7470e-10 which is best
from archticher of ANN with one hidden layer.
But Figure 6, illustrat the implementation and
accuracy of suggested design in different values
of time t. While in the case solving nonlinear
equation take long time 00:02:21 in ANN consist
9 nodes in 1st hidden layers and 3 nodes in 2nd
hidden layers in 1000 epoch and the value of pre-
formance is 1.8910e-11. However, this value is not
good when comparing with one hidden layer net-
work. In other words the best archticher is one
hidden layer ANN with 9 nodes in hidden layer
since it is sufficient to give good result for solving
nonlinear equation.

Training suggested ANN by back propagation rule
and using unconstrain optimazation methods new
LM algorithm. For every input data x, y, z and t,
the process from input layer to the hidden layer
described as follows:

ni =
9∑

i=1

( Wxix+Wyiy +Wziz +Wtit) + b1
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where Wxi ,Wyi,Wzi and Wti are the weights in-
terrelate of the inputs x, y, z and t to the hidden
layer respectively, and b1 is the biases of hidden
layer. Hence, it is activated by the log. sig. func-
tion as Eq.(2). The next step is the process of the

interrelate of the hidden layer to the output layer
which is based on the following formula:

hi =
9∑

j=1

0ijσ (ni) + b2 (14)

where 0ij are the weights of the hidden layer with
output, and b2 is the biases. When Eq.(6) became

to output layer, it turned into the form

unet (x, y, z, t; θ) =
9∑

j=1

0iσ (hi)

where 0j are the weights of the hidden layers to
the output layers.

Then, it is also easy to express the k-th derivatives
of unet (x, y, z, t; θ) in terms:

∂kunet (x, y, z, t; θ)

∂xk
=

n∑
j=1

∂k0jf(h2)

∂xk
(15)

∂kunet (x, y, z, t; θ)

∂yk
=

n∑
j=1

∂k0jf(h2)

∂yk
(16)

∂kunet (x, y, z, t; θ)

∂zk
=

n∑
j=1

∂k0jf(h2)

∂zk

∂kunet (x, y, z, t; θ)

∂tk
=

n∑
j=1

∂k0jf(h2)

∂tk
(17)

For k = 1, . . . , n.

The mean square error (mse) will be computed to
check the accuracy of the approximate solutions
that obtained in these cases for different values
of the epochs. Moreover, illustrates the target of
output in each case and the behavior of gradient
in the validation case at epoch 1000. Target val-
ues of training is 70, validation 15 and testing 15.
The learning rate (η) = 0.001.

Example 1. Consider the 2nd order, 3D linear
homogeneous hyperbolic PDE :

u(x, y, z, t) =uxx + uyy + uzz + ut for 0 < x, y

and z < 1

IC: u(x, y, z, 0) = sin (πx) sin (πy) sin (πz)
BCs:u(0, y, z, t) = 0, u(1, y, z, t) = 0, u(x, 0, z, t) =
0, u(x, 1, z, t) = 0, u(x, y, 0, t) = 0, u(x, y, 1, t) =
0, u(x, y, 0, t) = 0, u(x, y, 1, t) = 0
The exact solution [19] is u (x, y, z, t) =

sin (πx) sin (πy) sin (πz)exyzt .

We solve this equation by suggested design of
ANN and implemented in MATLAB vol. 2023a,
after training suggested ANN we see below the
result of the equation at different time in Fig-
ures 1-7 and the value of neural network Table
1 with using sigmoidal functions as in eq.2 be-
tween the first and the hidden layer while be-
tween the hidden and last layer purlin function.
Figure 8 show the performances of ANN, Figures
9-12 explain the performances of test, validation
& training, Figure 13 show the valued of gradi-
ent, Mu & validation, finally in Figure 14 explain
the errors between exact & suggested solution.

Figure 1. Results of suggested de-
sign for zero time of Example 1.

Figure 2. Results of suggested de-
sign for time 0.1 of Example 1.

Figure 3. Results of suggested de-
sign for Example 1when time t= 0.2.
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Figure 4. Results of suggested de-
sign when time t= 0.3 for Example 1.

Figure 5. Results of suggested de-
sign when time t= 0.4 for Example 1.

Figure 6. Results of suggested de-
sign when time t= 0.6 for Example 1.

Figure 7. Results of suggested de-
sign when time t= 1 for Example 1.

Figure 8. Comparison of Perfor-
mances of ANN for Example 1, be-
tween train, test & validation in case
15 neurons in hidden layer.

Figure 9. Performances of training
for Example 1, in case 15 neurons in
hidden layer.

Table 1. Results of suggested design in different cases for Example 1

No. Layer & Nodes Best epoch Time Best-perf. Best-Vperf. Best-tperf. Gradient lr.
1 9 1000 00:00:08 7.5071e-06 7.4696e-06 8.5628e-06 0.000104 0.001
2 10 538 00:00:06 6.6823e-06 6.7689e-06 6.7437e-06 0.000121 0.001
3 13 314 00:00:05 1.5217e-06 1.5500e-06 1.2775e-06 0.000241 0.001
4 15 726 00:00:08 4.7370e-07 6.1617e-07 1.2674e-06 0.00012 0.001
5 [9 3] 1000 00:00:11 4.7538e-08 5.2877e-08 4.8976e-08 0.00031 0.001
6 [9 9] 1000 00:00:17 6.4486e-09 6.4733e-09 6.3662e-09 1.98e-06 0.001
7 [9 19] 1000 00:00:33 8.7470e-10 9.0352e-10 1.2115e-09 9.35e-06 0.001
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Figure 10. Performances of valida-
tion for Example 1, in case 15 neurons
in hidden layer.

Figure 11. Performances of test for
Example 1, in case 15 neurons in hid-
den layer.

Figure 12. Comparison between ex-
act & ANN results for Example 1, in
case 15 neurons in hidden layer .

Figure 13. Gradient, Mu & valida-
tion for Example 1, in case 15 neurons
in hidden layer.

Figure 14. Errors between exact &
suggested solution for Example 1, in
case 15 neurons in hidden layer .

Example 2. Consider the following 4th order 3D
nonlinear Jimbo-miwa equation

uxxxy + 3uxyux + 3uyuxx + 2uyt − 3uxz = 0

With ICs: uy(x, y, z, 0) =
9
2 sech2

(
3
2(x+ y + z)

)
Exact solution in [33, 34]: u(x, y, z, t) =
3 tanh

(
3
2(x+ y + z − 3t)

)
We solve that equation by suggested ANN and
implemented in MATLAB vol. 2023a suggested
design consist three layers: 1st layer (input layer)
consist of 4 nodes represent {x, y, z & t}. In the
hidden layer, we take the different case depend-
ing on number of neurons and 3rd layer (output
layer) gives the solution of the network. Other
design illustrate the results for different values of



256 F.F. Ghazi, L.N.M. Tawfiq / IJOCTA, Vol.14, No.3, pp.249-260 (2024)

Table 2. The value of parameters for suggested ANN in different cases for Example 2.

No. Layer & Nodes Best epoch Time Best-perf. Best-Vperf. Best-tperf. Gradient lr.
1 9 8 00:00:00 8.7805e-30 8.6926e-30 8.8637e-30 5.24e-15 0.001
2 10 11 00:00:09 3.2411e-31 3.2205e-31 3.2382e-31 1.41e-15 0.001
3 13 8 00:00:14 7.4300e-28 7.4141e-28 7.3858e-28 5.59e-14 0.001
4 15 8 00:00:22 1.0665e-23 1.0648e-23 1.0641e-23 3.06e-11 0.001
5 [9 3] 1000 00:02:21 1.8910e-11 1.8696e-11 1.8787e-11 7.22e-07 0.001
6 [9 9] 1000 00:03:35 3.863 6e-09 3.8756e-09 3.8627e-09 2.98e-06 0.001
7 [9 19] 1000 00:06:03 3.3635e-09 3.3775e-09 3.3723e-09 1.84e-06 0.001

time see Figures 15-21 and the value of parame-
ters given in Table 2. Figure 22 shows the perfor-
mances of ANN. Figures 23-26 illustrate the per-
formances of training, test & validation case. Fig-
ure 27 illustrate the value of gradient, Mu & vali-
dation, finally in Figure 28, the errors between ex-
act and neural solution in each case are presented.

Figure 15. Results of suggested de-
sign for zero time of Example 2.

Figure 16. Results of suggested de-
sign when time t = 0.1 for Example
2.

Figure 17. Results of suggested de-
sign when time t= 0.2 of Example 2.

Figure 18. Results of suggested de-
sign when time t= 0.3 for Example 2.

Figure 19. Results of suggested de-
sign when time t= 0.6 for Example 2.

Figure 20. Results of suggested de-
sign when time t= 0.8 for Example 2.
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Figure 21. Results of suggested de-
sign when time t= 1 for Example 2.

Figure 22. Performances of ANN
for Example 2, in the case of 9 neu-
rons in hidden layer.

Figure 23. Performances of training
ANN for Example 2, in the case 9 neu-
rons in hidden layer.

Figure 24. Performances of valida-
tion for Example 2, in the case 9 neu-
rons in hidden layer.

Figure 25. Performances of test for
Example 2, in the case 9 neurons in
hidden layer.

Figure 26. Comparison between ex-
act & ANN result for 2, in the case 9
neurons in hidden layer.

Figure 27. Gradient, Mu & valida-
tion for Example 2, in case 9 neurons
in hidden layer.
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Figure 28. Errors between exact &
neural solution for Example 2, in the
case 9 neurons in hidden layer.

6. Conclusion

In this article, we suggest ANNs with different
architecture based on number of layers and num-
ber of nodes in each layers. Suggested design
trained by unconstrained optimization especially
new LM training algorithm then used to solve 3D
linear and nonlinear differential equations. The
comparison between different design depending
on the number of nodes in hidden layer has been
presented. We see that in Example 1 (linear
case) when the number of nodes large (15 neu-
rons) we get good results and represent optimal
design for ANN to solve this type of equations
according to the time 00:00:08 with performance
4.7370e-07 and best epoch 726, whereas in Ex-
ample 2, (nonlinear case) we see that the lower
number of neurons (9 nodes) in the hidden layer
gives the better results according to the time
00:00:00 with performance of the network solu-
tion unet(x, y, z, t; θ) is 8.7805e-30 and best epoch
8. Also in the case of two hidden layers, the best
archticher of ANN that gives good result in lin-
ear case is as [9 19] nodes, the best epoch is 1000
with long time 00:00:33 when comparing with one
hidden layer but the preformance of the network
solution unet(x, y, z, t; θ) is 8.7470e-10 is best com-
paring with one hidden layer this means that the
two hidden layer with the [9 19] nodes gives bet-
ter result for linear case. While in the nonlinear
case take long time 00:02:21 in [9 3] nodes with
the best epoch is 1000 and the value of prefor-
mance is 1.8910e-11. However, that results is not
good when we comparing with one hidden layer.
This means that the one hidden layer ANN with
9 nodes in hidden layer is sufficient to get good

result for solving nonlinear problems. Also, we
conclude that many important article used origi-
nal LM for training ANN such [38–41] can be re-
solve by training with new LM training algorithm
to get best results
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