
*Corresponding author: mkarakoyun@erbakan.edu.tr 

 

 

 

216  

An International Journal of Optimization and Control: Theories & Applications 

ISSN: 2146-0957   eISSN: 2146-5703 

Vol.11, No.2, pp.216-226 (2021) 

https://doi.org/10.11121/ijocta.01.2021.001091 

 
 

 

RESEARCH ARTICLE 

 

 

An application of the whale optimization algorithm with Levy flight 

strategy for clustering of medical datasets  
 

Ayşe Nagehan Mat, Onur İnan and Murat Karakoyun * 

 

Department of Computer Engineering, Necmettin Erbakan University, Turkey 

nagehanmat@gmail.com, oinan@erbakan.edu.tr, mkarakoyun@erbakan.edu.tr 

 

ARTICLE INFO  ABSTRACT 

Article history: 
Received: 4 March 2021 

Accepted: 25 May 2021 

Available Online: 22 June 2021 

 Clustering, which is handled by many researchers, is separating data into clusters 

without supervision. In clustering, the data are grouped using similarities or 

differences between them. Many traditional and heuristic algorithms are used in 

clustering problems and new techniques continue to be developed today. In this 

study, a new and effective clustering algorithm was developed by using the Whale 

Optimization Algorithm (WOA) and Levy flight (LF) strategy that imitates the 

hunting behavior of whales. With the developed WOA-LF algorithm, clustering 

was performed using ten medical datasets taken from the UCI Machine Learning 

Repository database. The clustering performance of the WOA-LF was compared 

with the performance of k-means, k-medoids, fuzzy c-means and the original 

WOA clustering algorithms. Application results showed that WOA-LF has more 

successful clustering performance in general and can be used as an alternative 

algorithm in clustering problems.  
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1. Introduction 

Due to the increasingly widespread digitalization 

processes at global and local level, large-scale data are 

obtained in many different fields. It is very important to 

process the data accurately and quickly in order to make 

more effective use of the large-scale data and extract 

meaningful information. For this reason, new methods 

are constantly being developed for the efficient use of 

knowledge in many areas such as industry, banking, 

marketing, medicine, engineering and economics, 

where data mining techniques are being applied. 

With the ever-developing science and technology, 

optimization problems are also increasing. These 

problems are considered to be more complex and 

difficult because they are large-scale and have many 

factors. Existing optimization algorithms can be low-

performance and slow in solving complex optimization 

problems. For this reason, many researchers have 

focused on improving existing optimization algorithms. 

Hybridization is one of these improvement efforts, and 

it means using two or more algorithms as a hybrid. The 

purpose of hybridization is to use the advantages of 

each algorithm at the highest level and to minimize the 

disadvantages. When compared with its components a 

hybrid algorithm generally has a stronger and robust 

structure and can effectively solve complex 

optimization problems [1-3]. 

Data mining reveals hidden patterns and relationships 

in the data by using advanced analysis techniques such 

as machine learning, artificial intelligence, and 

statistics. Clustering, which is one of the data mining 

techniques, collects data of similar characteristics 

together and ensures the data community to be divided 

into clusters / groups. Looking at literature, the use of 

heuristic algorithms in clustering emerges as an 

alternative to the traditional clustering techniques [4, 

5]. 

Selim and El-Sultan [6], used simulated annealing 

approach for clustering problem. The predetermined 

parameters of the algorithm are discussed and shown to 

converge to the global solution in the clustering 

problem. Mualik and Mukhopadhyay [7] presented a 

unified clustering algorithm. They combined the 

simulated annealing algorithm with artificial neural 

networks to improve solution quality. The proposed 

hybrid algorithm was used to cluster three true 

microarray datasets, and the results of the proposed 

approach were compared with some commonly used 

clustering algorithms. The results showed the 

superiority of the new algorithm. Mualik and 

Bundyopadyay [8] presented a genetic algorithm-based 

http://www.ams.org/msc/msc2010.html
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approach to solve the cluster problem. They evaluated 

the performance of the approach using synthetic and 

real datasets. Shelokar et al. [9] proposed a clustering 

algorithm based on ant colony optimization (ACO). 

The proposed algorithm has been tested on some 

artificial and real datasets. The performance of this 

technique was promising compared to popular 

algorithms such as genetic algorithm, simulated 

annealing and Tabu search. Merwe et al. [10] used the 

particle swarm optimization (PSO) algorithm to solve 

the clustering problem. They used PSO clustering, 

where the swarm particles were selected by the k-

means algorithm, and a hybrid method. Both methods 

were compared with the k-means algorithm and the 

proposed algorithms were observed to have better 

results. Tunchan [11] introduced a new PSO approach 

that is effective in clustering problem, easy to adjust, 

applicable in cases where cluster number is known or 

unknown. Karaboğa et al. [12] used the artificial bee 

colony algorithm (ABC) to solve the clustering 

problem. The results on the test data showed that the 

proposed algorithm was superior performance 

compared to the PSO algorithm and some other 

approaches. Additionally, the authors found that the 

ABC algorithm may be suitable for solving 

multivariate clustering problem. Zhang et al. [5] 

proposed an artificial bee colony (ABC) clustering 

algorithm. In this algorithm, Deb's rule was used 

instead of greedy approach in the selection process. The 

algorithm tested in several well-known datasets was 

compared with other popular heuristic scanning 

algorithms in clustering. The results were successful in 

terms of the quality of the clusters. Armando and 

Farmani [13] proposed a method that uses k-means and 

ABC algorithms together. In the proposed algorithm 

ABC algorithm assist to increase the efficiency of the 

k-means algorithm in finding the global optimum 

solution. Karthikeyan and Christopher [14] proposed 

an algorithm with a combination of PSO and ABC 

algorithms. The performance of the proposed approach 

was determined by comparison with other clustering 

algorithms. Sandeep and Pankaj [15] proposed a new 

hybrid sequential clustering approach that uses PSO 

and fuzzy k-means algorithms sequentially in data 

clustering. Experimental results show that the new 

approach improves the quality of the generated clusters 

and avoids local minima. 

Recently, Mirjalili and Lewis [16] introduced a new 

metaheuristic optimization algorithm called the whale 

optimization algorithm (WOA) that imitates the 

bubble-hunting strategy of humpback whales. The 

WOA algorithm was tested with 29 mathematical 

comparison optimization problems, and the 

performance of the algorithm was compared to other 

metaheuristic algorithms such as PSO [17], Differential 

Evolution [18], Gravitational Search Algorithm [19] 

and Fast Evolutionary Programming [20]. As a result of 

comparisons, WOA was accepted to be able to compete 

with other well-known metaheuristic methods.  Nasiri 

and Khiyabani [21] used WOA in clustering in their 

work. They compared the results with other popular 

algorithms such as k-means, PSO, artificial bee colony, 

differential evolution and genetic algorithm. The intra-

cluster distance function and standard deviation values 

showed that the whale optimization algorithm could be 

successfully applied in solving the clustering problem. 

Canayaz and Özdağ [22] obtained a feature vector 

called BEST in their proposed method by applying 

clustering with WOA. They applied clustering by 

calculating the Manhattan distance between this vector 

and the test data. The results showed that WOA can be 

used in clustering problem and is faster than the 

artificial atom algorithm when evaluated in terms of 

running time.  

Levy flight is a random walking class. It can be defined 

as a generalized Brownian motion to include non-

Gaussian randomly distributed step lengths for moving 

distance [23]. Levy flight can depict many natural and 

artificial conditions such as liquid dynamics, 

earthquake analysis, diffusion of fluorescent 

molecules, cooling behavior, noise [24]. Levy flight 

was also used by Pereyra and Hajj [25] in skin tissue by 

ultrasound and Al-teemy [23] for Ladar (Laser 

Detection and Ranging) screening. In addition to these 

fields, it has played an important role in many fields in 

computer science. Internet traffic models by Terdik and 

Gyres [26], delay and interruption tolerance network by 

Chen [24], Sutantyo et al. [27] has been used by the 

multi-robot search procedure and by Rhee [28] in areas 

of human mobility. In addition, Levy flight, which is 

similar to the food search behavior of many animals 

such as albatross, wasps and deer, has been used in 

conjunction with natural algorithms to improve the 

performance of algorithms [29, 30]. Yang and Deb [31] 

used the Levy flight distribution to create a new cuckoo 

in Cuckoo Search. In addition, Yang [32] introduced a 

new Levy flight-Firefly algorithm (LFA) by combining 

the firefly algorithm (FA) with the Levy flight search 

strategy to improve randomness.  

In this article, the advantages of the whale optimization 

algorithm such as having a small number of parameters 

and avoiding local minima trap, have been effective in 

selecting it for the clustering problem. The aim of the 

study is to achieve better results with simple solutions 

and to cluster unlabeled data. It has been used in 

conjunction with the Levy flight search strategy to 

strengthen WOA's global search and perform a 

complete search compared to existing methods. The 

proposed algorithm has been tested on ten medical 

datasets selected from the UCI [33] database. 

Clustering performance of the proposed algorithm is 

given comparatively with k-means, k-medoids and 

fuzzy c-means algorithms.  

The rest of this paper organized as follow: Clustering 

problem is presented with details in section 2 and the 

algorithms used in the study are mentioned with details 

in section 3. Experimental application is explained in 

section 4 and experimental results are given 

comparatively in section 5. Finally, conclusions and 

some future research direction are in section 6. 
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2. Clustering problem 

Clustering, which is one of the data mining 

applications, is based on grouping the elements in the 

data collection according to their similarities (or 

dissimilarities). Clustering methods help to divide the 

data that is not known to which group it belongs to sub-

sections according to similar characteristics [34, 35]. 

The main purpose of clustering is to group objects using 

their characteristic properties. While clustering, 

attention is paid to cluster the individuals in the same 

group similar to each other, and individuals from 

different groups to be in a separate group. As seen in 

Figure 1, it wants to be that the individuals within the 

same cluster have little distance and different clusters 

have more distance from each other [36]. 

Clustering is done in a population where precise 

information about grouping of variables in the dataset 

is not available. Observation results of n data taken 

from this population are regarded for p variables. In 

clustering, individuals of similar nature are combined 

and divided into clusters. Clustering allows gathering 

observation results with little loss [37]. 

 

 

Figure 1. Distance between objects and clusters. 

While there are many approaches to the clustering 

problem in the literature, clustering algorithms are 

mainly divided into two as hierarchical and non-

hierarchical clustering algorithms. When applying 

hierarchical clustering methods, the cluster number 

does not need to be determined. In these methods, the 

cluster number is determined after the clustering 

process is finished. However, in non-hierarchical 

clustering methods, cluster number information is 

required to make clustering. In summary, the purpose 

of non-hierarchical clustering is to divide n data 

samples into k sets. In terms of time complexity, it is 

seen that hierarchical clustering methods are quadratic, 

while non-hierarchical clustering methods are linear 

[38, 39]. Clustering algorithms can be categorized as 

given in Figure 2.  

When performing cluster analysis, a similarity or 

distance criterion should be selected in the first stage. 

Then, which clustering technique (such as hierarchical 

or non-hierarchical) should be determined. In the next 

step, the type of clustering method to be used for the 

selected technique is chosen and in the last stage, the 

number of clusters is determined in order to interpret 

the cluster result [41]. In this study, the distance 

between each data sample and the cluster center to 

which the data sample belongs was calculated 

according to the Euclidean distance [42]. 

3. Reflective process 

Clustering has been applied to ten medical datasets 

using the Whale Optimization Algorithm, which has 

been introduced in the literature in recent years and 

Levy flight search strategy. Clustering results are given 

in comparison with results of k-means, k-medoids and 

fuzzy c-means clustering algorithms. 

 

 

Figure 2. The general categorization of the clustering algorithms [40].
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3.1. K-means clustering algorithm  

Developed in 1967 by J. B. MacQueen, k-means is one 

of the oldest clustering algorithms [43]. One of the 

widely used unsupervised learning algorithms, k-means 

allows each object to be included in only one cluster. 

Therefore, it is a sharp clustering algorithm. This 

method is based on the idea that the cluster center 

represents the cluster [44]. 

In the evaluation of the K-means clustering method, the 

sum of squared errors (SSE) is often used.  The lowest 

value of SSE represents the best result. The sum of 

squares of objects distance (x) from cluster centers (mi) 

is calculated by the Eq. (1) [45]. 

𝑆𝑆𝐸 =  ∑ ∑ 𝑑𝑖𝑠𝑡2

𝑥 𝜖 𝐶𝑖

𝐾

𝑖=1

 (𝑚𝑖  , 𝑥 ) (1) 

The k-means algorithm is basically based on the 

principle of dividing n objects into k sets. It is aimed 

here that the clusters are as dense as possible in terms 

of objects and at a maximum distance from the other 

clusters. Cluster similarity is measured by the average 

value of the objects in the cluster, which represents the 

center of gravity of the cluster [46]. 

3.2. K-medoids clustering algorithm 

The k-medoids algorithm is based on finding k objects 

that represent various structural features of the data 

[47]. The representative object is the closest point to the 

cluster center and is called the medoid. When dividing 

the group of objects into k clusters, the aim is to gather 

similar objects together and create a structure in which 

the objects in different sets are unalike. Although there 

are many different types of the k-medoids algorithm, 

the first introduced k-medoids algorithm is the PAM 

(Partitioning Around Medoids) algorithm. PAM, 

similar to the k-means algorithm, determines the 

randomly chosen k numbers as the cluster center. With 

each new element joining the cluster, the elements of 

the cluster are tested and the point that can contribute 

the most to the cluster development is determined. A 

swap operation is performed so that this determined 

point is the new center of the cluster and the old cluster 

center is the ordinary cluster element [48]. 

3.3. Fuzzy c-means clustering algorithm 

Fuzzy C-Means (FCM) algorithm can be called fuzzy 

version of the K-means clustering algorithm [49]. FCM 

algorithm is the best known and widely used method 

among fuzzy partitioning clustering techniques. It was 

proposed by Dunn in 1973 and was developed by 

Bezdek in 1981 [50]. Fuzzy c-means algorithm works 

with purpose function logic. Objects have a 

membership value in the range [0, 1] for each cluster, 

and according to fuzzy logic they belong to that cluster 

depending on these membership values. The sum of the 

membership values of an object calculated for all 

clusters must be 1. The cluster with the highest 

membership value refers to the cluster center where the 

object is closest. Clustering is completed when the 

fitness function converge to the specified value. 

The algorithm uses it to minimize the objective 

function in Eq. (2), which is the generalization of the 

least squares method. 

𝐽𝑚 = ∑∑𝑢 𝑖𝑗
𝑚

𝐶

𝑗=1

𝑁

𝑖=1

 ‖𝑥𝑖−  𝑐𝑗‖ 
2 , 1 ≤ 𝑚 < ∞ (2) 

The algorithm is started with the randomly generated U 

membership matrix. In the second step, center vectors 

are calculated using Eq. (3) [50]. 

𝑐𝑗=
∑ 𝑢𝑖𝑗

𝑚 𝑥𝑖
𝑁
𝑖=1

∑ 𝑢𝑖𝑗
𝑚𝑁

𝑖=1

 (3) 

The U matrix is reconstructed with the help of Eq. (4) 

according to the calculated cluster centers. The 

previous state of the U matrix is compared with the 

final state, and the operations are repeated until the 

difference is less than ε [51]. 

𝑢𝑖𝑗 =
1

∑ (
‖𝑥𝑖 − 𝑐𝑖‖
‖𝑥𝑖 − 𝑐𝑘‖

)
2/(𝑚−1)

𝐶
𝑘=1

 
(4) 

When clustering is complete, the fuzzy values in the U 

membership matrix show the clustering result. When 

these values are defuzzified, their equivalents can be 

found as 0 and 1. 

3.4. Whale optimization algorithm 

Metaheuristic optimization algorithms have been used 

frequently in engineering applications in recent years. 

These algorithms have several advantages, such as easy 

conversion, non-derivative structures, and avoiding the 

local minima. In addition, they have a wide range of 

uses, as they can produce solutions to problems in 

different areas. 

The whale optimization algorithm is a metaheuristic 

optimization algorithm. The algorithm imitates the 

hunting behavior of humpback whales and it is inspired 

by the bubble hunting strategy they used during hunting 

[16]. 

Humpback whales, which usually feed on small fish 

flocks, can create air bubble clouds by exhaling under 

water with their unique air bubble behavior. These large 

air bubble clouds, which are interconnected, are very 

effective at gathering prey. Then the whale starts to rise 

towards the surface in the bubbles formed. As it rises, 

it also continues to create bubbles, and as it gets closer 

to its prey, it narrows the bubble circle and shrinks the 

target. This behavior is useful in finding, immobilizing 

and taking prey by surprise, as well as making it 

possible for the hunter to hide from its prey [52]. 

Figure 3 (a) represents the hunting method with bubble 

strategy [16]. Figure 3 (b) is a real picture of hunting 

[16]. In the whale optimization algorithm, the hunting 

strategy is divided into three parts: encircling prey, 

bubble-net attacking method, and searching for prey. 
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Figure 3. a) Representative hunting picture   b) Real 

hunting picture. 

3.4.1. Encircling prey 

In the whale optimization algorithm, prey is the 

optimum solution to be reached. Since the optimum 

solution is not known in optimization problems, best 

result achieved or a point close to it is considered as the 

optimum solution. The states of other solutions are 

updated according to the best solution value 

determined. The behavior to wrap around prey is shown 

mathematically in Eq. (5) and (6) [16]. 

�⃗⃗� = |  𝐶 .⃗⃗⃗⃗  𝑋 ∗⃗⃗⃗⃗⃗⃗ 
(𝑡)− 𝑋 (𝑡) | (5) 

𝑋 (𝑡+1) = |𝑋 ∗⃗⃗⃗⃗⃗⃗ 
(𝑡)− 𝐴  . �⃗⃗�  | (6) 

where t represents current iteration, 𝐴  ve 𝐶  

convergence vectors, 𝑋∗⃗⃗ ⃗⃗   represents the best solution 

vector.  

𝐴 = 2 𝛼  . 𝑟 − 𝛼  (7) 

𝐶 = 2. 𝑟  (8) 

In Eq. (7) and Eq. (8), r  represents a random vector, and 

α⃗⃗  represents a decreasing vector that is linear from 2 to 

0 during iterations [16]. 

3.4.2. Bubble-net attacking method 

This stage is modeled in two parts as spiral movement 

and narrowing the circle around the hunt. When the 

value of α in Eq. (7) is reduced, the circle around the 

prey also shrinks. Figure 4 shows the spiral motion and 

the position of the best solution. For the spiral 

movement shown, the distance between the target 

position (best solution candidate) and the solution 

candidate was calculated and Eq. (9) was created [53]. 

𝑋 (𝑡+1) = 𝐷′⃗⃗  ⃗ .  𝑒𝑏𝑙 . cos  (2𝜋𝑙) +  𝑋 ∗⃗⃗⃗⃗⃗⃗ 
(𝑡)  (9) 

The equation is 𝐷′⃗⃗  ⃗ = 𝑋 ∗⃗⃗ ⃗⃗  ⃗
(𝑡)- �⃗⃗� (𝑡)  in Eq. (9). This 

expression gives the distance between the search agent 

and the best known position. b, refers to logarithmic 

spiral constant, while l refers to a random number in the 

range [-1, 1]. Whether the algorithm will select spiral 

motion or linear motion is determined by probability ½ 

as shown in Eq. (10). 𝑝, represents a random number in 

range [0, 1].  

 

Figure 4. Spiral movement [13] 

 

𝑋 (𝑡+1) = {
𝑋 ∗⃗⃗⃗⃗⃗⃗ 

(𝑡) −  𝐴  . �⃗�    ,                           𝑝 < 0,5

𝐷′⃗⃗  .  𝑒𝑏𝑙
 . cos  (2𝜋𝑙) +  𝑋 ∗⃗⃗⃗⃗⃗⃗ 

(𝑡)   ,    𝑝 ≥ 0,5
 (10) 

3.4.3. Search for prey 

The mathematical model of the global solution is 

shown in Eq. (11) and (12). The new positions of 

candidate solutions are created around a randomly 

chosen candidate solution rather than the best known 

candidate. 

𝐷′⃗⃗  ⃗ =  𝐶 ⃗⃗  ⃗. 𝑋 𝑟𝑎𝑛𝑑 − 𝑋  (11) 

𝑋 (𝑡+1) = 𝑋 𝑟𝑎𝑛𝑑 − 𝐴 . �⃗⃗�  (12) 

�⃗⃗� 𝑟𝑎𝑛𝑑, represents a randomly chosen solution vector. 

The value of vector 𝐴  is the determinant for global or 

local search. A random search agent is chosen when 

|𝐴 |>1, while the best solution is selected when |𝐴  |<1 

for updating the position of the search agents. The 

global search behavior of the algorithm is shown in 

Figure 5 and the pseudo code is given in Figure 6. 

  

Figure 5. Global search [16]. 
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Figure 6. Pseudo code of the WOA [53]. 

3.5. Levy flight 

Levy flight was introduced in 1937 by the French 

mathematician Paul Levy. It is a statistical search 

strategy that was discovered a century or so before him 

and goes beyond the more traditional Brownian 

movement. Each of generation starts from the best 

known position using a series of objects and a new 

generation is produced at randomly distributed 

distances. Then, the next generation is evaluated to 

select the most promising one, and this process is 

repeated iteratively until certain stopping criterion is 

met. 

In general, animals' foraging behavior is a kind of 

random movement. Since the next move depends on the 

current position and the possibility of moving to the 

next position, every random move made is of great 

importance. Recent studies show that Levy flight is one 

of the best search strategies in random motion model 

[54-56]. 

When the previous studies are examined, it is seen that 

Levy flight is used in applications with the modified 

version as well as the original version. Many 

researchers have used modified Levy flight techniques 

such as cut Levy flight, smooth cut Levy flight, and 

staggered cut Levy flight in optimization operations. In 

this study, Levy flight technique was used in its original 

form. 

 

Levy flight [57] is a class of stable non-Gaussian 

random processes. Random motion is generated by 

taking advantage of the levy stable distribution. This 

distribution is actually a simple power law formula. 

Mathematically, a simple version of the Levy 

distribution can be defined as in Eq. (13) [31, 58]: 

𝐿 = {
√

𝛾

2𝜋
 exp  [−

𝛾

2(𝑠 −  𝜇)
] 

1

(𝑠 −  𝜇)3/2
  𝑖𝑓 0 <  𝜇 < 𝑠 < ∞ 

0                                                𝑖𝑓 𝑠 ≤ 0

 (13) 

μ is the position or displacement parameter and γ> 0 

parameter is the scale parameter that controls the 

distribution scale. In general, the Levy distribution 

should be defined as the Fourier transform. 

𝐹(𝑘) = exp[−𝛼|𝑘|𝛽] , 0 < 𝛽 ≤ 2 (14) 

α is a parameter in the range [−1, 1] and is known as 

skewness or scale factor An index of stability 𝛽 ϵ (0, 2] 

is also called the Levy index. The analytic form of the 

integral is unknown for general 𝛽, except for a few 

special cases. While the parameters 𝛽 and α play a 

major role in determining the distribution, the γ and μ 

parameters have a small effect. The 𝛽 parameter 

controls the shape of the probability distribution to 

obtain different shapes of probability distribution, 

especially in the tail region. Therefore, the smaller 

parameter 𝛽 causes the scatter to make longer jumps 

because it will create a longer tail [59]. The sign of the 

skewness parameter α indicates the skew direction of 

the curve. Positive values represent the right direction 

and negative values represent the left direction. When 

α = 0, the distribution is symmetrical. The last two 

parameters, γ width and μ change, are the peaks of the 

distribution [23]. Different values of the 𝛽 parameter 

change the distribution. It makes longer jumps for 

smaller values, while it makes shorter jumps for larger 

values. 

4. Experimental Application 

Datasets with different number of features and number 

of clusters were selected to compare the performance 

of the clustering algorithms used in the study. Table 1 

contains summary information about the datasets. 

Algorithms were implemented on an Intel® Core ™ i5-

2400 CPU @ 3.1 GHz processor, 4 GB RAM and 

Windows 7 (64-bit) Professional operating system. 

Table 1. Properties of datasets 

Dataset #Clusters #Attributes #Data 

Dermatology 6 34 366 

Cancer-Int 2 9 699 

Cancer 2 30 569 

Thyroid 3 5 215 

Heart 2 13 270 

Spect 2 22 267 

Diabetes 2 8 768 

Hepatitis 2 21 155 

Breast Tissue 6 9 106 

Parkinson 2 22 195 

 

Set initial population  Xi (𝑖 = 1,2,…,𝑛)  
Calculate the fitness value of each search agent 
X∗= the best search agent 
while (t < maximum number of iterations)  
for (each search agent)  
Update α, A, C, l, ve p 
     if (p < 0.5) 
       if (|A| < 1)  
          Update the position of the current search 
agent by Eq. (6)  
       else if (|A| ≥ 1)  

          Select a random search agent (X⃗⃗ rand) 
          Update the position of the current search 
agent by Eq. (12) 
       end if 
     else if (p ≥ 0.5)  
        Update the position of the current search 
agent by Eq. (9) 
     end if 
end for 
Check if any search agent goes beyond the 
search space and amend it 
Calculate the fitness value of each search agent 
Update X∗ if there is a better solution 
t = t + 1  
end while  
return X∗ 
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Since the WOA clustering algorithm has exploration 

and exploitation capabilities, it can be considered as a 

global optimizer. The WOA algorithm starts with a 

series of random solutions and updates the position of 

search agents according to the above equations at each 

iteration. The adaptive change of the search vector 𝐴  
allows the algorithm to switch easily between 

exploration and exploitation. This means that some 

iterations focus on exploration and the rest on 

exploitation. The exploration ability of the algorithm is 

due to the position (Eq. (12)) update mechanism used. 

The purpose of the WOA is to find the search agent that 

provides the best evaluation of a particular fitness 

function. In the study, the WOA fitness function value 

calculated during the iterations was compared with the 

Levy flight fitness function value. If the SSE value of 

the position found is better after applying the Levy 

flight strategy, the WOA position has been updated. 

Thus, it was tried to achieve a better clustering result by 

increasing the efficiency of global search. In all 

algorithms, the number of iterations was selected as 

1000 and the population size as 100. K-means, k-

medoids and fuzzy c-means algorithms have only the 

maximum number of iterations as parameter. However, 

the WOA algorithm includes a number of parameters. 

The α parameter starts with a value of 2 and decreases 

linearly towards 0. The parameters  r1 and r2 are 

randomly generated in the range [0, 1]. 

5. Experimental results 

In application, the SSE value given in Eq. (1) is used as 

a fitness function for all algorithms. The purpose of the 

algorithms is to find the best cluster centers that 

minimize the SSE value. The results of the 30 runs for 

the algorithms are given in Table 2 while B is best, W 

is worst, A is average and S is standard deviation. 

Considering the average values, WOA-LF had the best 

result on eight datasets (cancer-int, thyroid, heart, 

spect, diabetes, hepatitis, breast tissue, parkinson). 

While in dermatology dataset k-means algorithm has 

found the best result, three algorithms (WOA-LF, 

WOA, k-means) have also gained the best result in 

cancer dataset. K-medoids and fuzzy c-means 

algorithms did not achieve better results in any dataset 

compared to other algorithms. As a result, it is clearly 

seen that the clustering results obtained in the original 

WOA algorithm are improved in the WOA-LF hybrid 

method. The results show that the WOA generally has 

better results than other three algorithms and by using 

the Levy flight strategy the performance of the WOA 

has been improved. In this case, it is possible to clearly 

say that the Levy flight strategy causes positive affects 

for the clustering problem on the WOA algorithm. 

Table 3 shows the average results of the SSE value of 

the 30 runs for each algorithm and the average success 

ranking on datasets based on these values. Since there 

are five algorithms, the algorithms have a rank value 

between 1 and 5. According to the average rankings, 

WOA-LF has the best rank value with 1.1. The original 

WOA, k-means, k-medoids, fuzzy c-means algorithms 

have respectively obtained ranking values as 2.0, 2.6, 

4.0 and 4.3. Here it has been clearly seen the positive 

affect of the LF on the WOA. 

6. Conclusion 

In this study, clustering was applied by using Whale 

Optimization Algorithm (WOA), which based on the 

whales' hunting strategy, and Levy flight (LF) search 

strategy. The Levy flight strategy has been used to 

improve the global search of WOA algorithm and 

enhance clustering results. The performance of WOA-

LF has been examined comparatively with three basic 

clustering algorithms (k-means, k-medoids, fuzzy c-

means) and original WOA. Compared to these 

algorithms, WOA-LF has been shown to produce better 

results overall. WOA-LF can be used as an alternative 

clustering algorithm due to its success in clustering 

problem.  

Comparing the WOA-LF clustering algorithm to hybrid 

clustering approaches or using other fitness functions 

during clustering may be the subject of future 

research.On the other hand, the algorithm can be 

improved and apply on different optimization 

problems.
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Table 2. The results of the algorithms for clustering problem 

    K-means K-medoids F.C-means WOA WOA-LF      

Dermatology 

B 2.03E+03 2.83E+03 5.20E+03 2.48E+03 2.41E+03 

W 2.10E+03 3.07E+03 5.20E+03 2.66E+03 2.55E+03 

A 2.06E+03 2.96E+03 5.20E+03 2.58E+03 2.49E+03 

S 3.56E+01 8.74E+01 4.42E-11 4.77E+01 3.95E+01 

Cancer-Int 

B 2.99E+03 3.46E+03 3.29E+03 2.96E+03 2.96E+03 

W 2.99E+03 4.46E+03 3.29E+03 2.97E+03 2.96E+03 

A 2.99E+03 3.79E+03 3.29E+03 2.97E+03 2.96E+03 

S 8.03E-01 4.33E+02 3.94E-13 7.17E-01 8.75E-02 

Cancer 

B 1.34E+154 1.79e+308 7.62E+156 1.34E+154 1.34E+154 

W 1.34E+154 1.79e+308 7.62E+156 1.34E+154 1.34E+154 

A 1.34E+154 1.79e+308 7.62E+156 1.34E+154 1.34E+154 

S 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

Thyroid 

B 2.00E+03 2.14E+03 2.81E+03 1.89E+03 1.89E+03 

W 2.02E+03 2.40E+03 2.81E+03 2.07E+03 1.99E+03 

A 2.01E+03 2.24E+03 2.81E+03 1.97E+03 1.92E+03 

S 6.89E+00 1.02E+02 7.20E-11 4.39E+01 2.10E+01 

Heart 

B 1.07E+04 1.16E+04 1.39E+04 1.06E+04 1.06E+04 

W 1.07E+04 1.39E+04 1.39E+04 1.07E+04 1.07E+04 

A 1.07E+04 1.26E+04 1.39E+04 1.07E+04 1.07E+04 

S 0.00E+00 9.79E+02 2.34E-11 1.94E+01 2.25E+01 

Spect 

B 5.58E+02 6.34E+02 5.58E+02 5.55E+02 5.55E+02 

W 5.58E+02 6.34E+02 5.58E+02 5.58E+02 5.55E+02 

A 5.58E+02 6.34E+02 5.58E+02 5.55E+02 5.55E+02 

S 0.00E+00 0.00E+00 0.00E+00 6.71E-01 1.24E-05 

Diabetes 

B 7.46E+04 7.32E+04 7.46E+04 7.21E+04 7.21E+04 

W 7.46E+04 7.38E+04 7.46E+04 7.42E+04 7.21E+04 

A 7.46E+04 7.34E+04 7.46E+04 7.22E+04 7.21E+04 

S 0.00E+00 3.02E+02 0.00E+00 3.75E+02 4.92E+00 

Hepatitis 

B 9.97E+03 1.04E+04 1.28E+04 9.44E+03 9.44E+03 

W 1.14E+04 1.23E+04 1.28E+04 1.02E+04 9.48E+03 

A 1.09E+04 1.09E+04 1.28E+04 9.50E+03 9.46E+03 

S 6.99E+02 8.12E+02 1.20E-11 1.81E+02 1.33E+01 

Breast Tissue 

B 1.31E+05 1.73E+05 1.46E+05 1.26E+05 1.25E+05 

W 1.90E+05 3.94E+05 1.46E+05 1.35E+05 1.36E+05 

A 1.44E+05 2.75E+05 1.46E+05 1.30E+05 1.28E+05 

S 2.62E+04 7.99E+04 4.37E-11 2.47E+03 2.23E+03 

Parkinson 

B 1.71E+04 1.71E+04 1.71E+04 1.65E+04 1.65E+04 

W 1.71E+04 1.71E+04 1.71E+04 1.65E+04 1.65E+04 

A 1.71E+04 1.71E+04 1.71E+04 1.65E+04 1.65E+04 

S 0.00E+00 0.00E+00 0.00E+00 5.47E-01 5.49E-01 
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Table 3. Average ranking values of the algorithms 

  K-means K-medoids F.C-means WOA WOA-LF 

Dermatology 
2.06E+03 2.96E+03 5.20E+03 2.58E+03 2.49E+03 

1 4 5 3 2 

Cancer-Int 
2.99E+03 3.79E+03 3.29E+03 2.97E+03 2.96E+03 

1 5 4 2 1 

Cancer 
1.34E+154 1.79e+308 7.62E+156 1.34E+154 1.34E+154 

1 4 5 1 1 

Thyroid 
2.01E+03 2.24E+03 2.81E+03 1.97E+03 1.92E+03 

3 4 5 2 1 

Heart 
1.07E+04 1.26E+04 1.39E+04 1.07E+04 1.07E+04 

3 4 5 2 1 

Spect 
5.58E+02 6.34E+02 5.58E+02 5.55E+02 5.55E+02 

3 4 3 2 1 

Diabetes 
7.46E+04 7.34E+04 7.46E+04 7.22E+04 7.21E+04 

4 3 4 2 1 

Hepatit 
1.09E+04 1.09E+04 1.28E+04 9.50E+03 9.46E+03 

4 3 5 2 1 

Breast Tissue 
1.44E+05 2.75E+05 1.46E+05 1.30E+05 1.28E+05 

3 5 4 2 1 

Parkinson 
1.71E+04 1.71E+04 1.71E+04 1.65E+04 1.65E+04 

3 4 3 2 1 

Avg. Rank 2.6 4 4.3 2 1.1 
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