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An algebraic stability test for fractional order time delay systems
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ABSTRACT

In this study, an algebraic stability test procedure is presented for fractional order time delay systems. This method is based on the principle of eliminating time delay. The stability test of fractional order systems cannot be examined directly using classical methods such as Routh-Hurwitz, because such systems do not have analytical solutions. When a system contains the square roots of \( s \), it is seen that there is a double value function of \( s \). In this study, a stability test procedure is applied to systems including \( \sqrt{s} \) and/or different fractional degrees such as \( s^\alpha \) where \( 0 < \alpha < 1 \), and \( \alpha \in \mathbb{R} \). For this purpose, the integer order equivalents of fractional order terms are first used and then the stability test is applied to the system by eliminating time delay. Thanks to the proposed method, it is not necessary to use approximations instead of time delay term such as Padé. Thus, the stability test procedure does not require the solution of higher order equations.

1. Introduction

The systems shown by differential equations with real orders instead of integer orders are called fractional order systems \[1\]. Fractional order systems (FOS) are one of the most popular research topics of today. Although the mathematical analysis of such systems has been known since 1695, mostly, it has been discussed and investigated by mathematicians because of its complexity \[1\]. The most important feature of this subject is that it expresses real systems better than integer order ones \[2\]. As it is known time delays are intrinsic of a variety of electrical, electronic, and communication systems, control applications, power systems with long transmission lines, and many real world applications \[3\]-\[5\]. In control applications, there are many examples of neutral-type time-delay systems as well as discrete-continuous hybrid systems regarded as delay differential algebraic equations (DDAEs) \[4\]. Besides, power systems with long transmission lines can be modeled as DDAEs for certain assumptions \[4\]. Systems with neutral delay differential equations (NDDEs) contains delays in both the state variables and their time derivatives \[4\]. If fractional order systems include time delay, the analysis of such systems becomes more and more complicated. And, the studies to obtain analytical solutions of fractional order systems with delays are very restricted.

Many studies have been carried out in relation to FOS, in the literature \[6\]-\[14\]. Analytical stability test procedures of FOS are still important research topics. Analytical stability test procedures such as the Routh-Hurwitz method cannot be applied to FOS, directly. There are some studies on the stability of FOS in \[15\]-\[22\]. In \[15\], a method for stability analysis of distributed parameter systems having delay is presented. This method is also applicable to FOS. In \[18\], internal and external stabilities of fractional differential systems in the state-space form are investigated. In \[10\], stability for a certain class of linear and nonlinear fractional order systems is presented.
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test procedure based on the Nyquist stability criterion is presented in \[1\]. However, the studies related to the stability of FOS continue, and an analytical stability test technique does not exist, to the best of the author’s knowledge. In addition, examining of time response analysis of such systems is very complicated since calculating inverse Laplace transforms of them is difficult, in spite of this, time response analysis of FOS can be made by using integer order approximations. Some toolboxes designed to examine such systems can be found in \[23,24\]. The frequency domain based methods can be considered advantageous for FOS since the stability of FOS can be tested thanks to frequency domain methods such as the Nyquist curve.

In the literature, the most preferred method to investigate FOS is to use integer-order approximations \[27,28\]. That is, in order to apply methods in classical control to such systems, integer-order equivalent transfer functions can be used. There are many approximation methods to obtain integer order equivalencies of fractional order differential equations. For example, the continued fraction expansion method (CFE), Oustaloup, Carlson and Matsuda’s method and Maclaurin series etc. \[29\]. In this study, the CFE method is preferred to obtain integer order approximations of FOS. Then, the proposed algebraic stability test is applied to the system. According to results that are obtained in \[28\], it is observed that when the degree of used approach increases the obtained results are closer to the original system. However, this makes the process mathematically more complicated. As aforementioned, the analytical stability test of FOS cannot be performed by classical methods, directly. Therefore, this study is aimed to fill this gap. For this purpose, in the first step, the integer order equivalents of fractional order terms are used. In the second step, the stability test is applied to the system by eliminating time delay. As it is known, in general, analytical stability test procedures of time delay systems require to use some approximation methods such as Padé. Besides, we need to use higher order Padé approximations instead of time delay term to obtain more reliable results. This process makes the analysis of time delay systems more complicated. However, using the proposed method, it is not necessary to use approximations instead of time delay term since it is eliminated. Thus, the stability test procedure does not require the solution of higher order equations. This makes the proposed method practical and preferable. For the future studies, this method can be extended for systems with multiple time delays. It can also be applied to systems controlled by fractional order controllers. Besides, power systems modeled by delayed differential equations can be investigated by using the proposed method.

This paper is organized as follows: In the first section, literature information has been presented. In the second section, fractional order time delay systems are introduced. In the third section, an algebraic stability test procedure is presented for fractional order time delay systems. In the last section, concluding remarks have been presented.

2. Fractional order time delay systems

Systems where derivatives are expressed in fractional orders instead of integer ones are called fractional order systems. A unity feedback control system is given in Fig.\[1\].

**Definition 1.** Fractional order time delay systems are represented as follows.

\[
G(s) = \frac{N(s)}{D(s)} e^{-hs} = \frac{b_m s^m + b_{m-1} s^{m-1} + \ldots + b_0 s^0}{a_n s^n + a_{n-1} s^{n-1} + \ldots + a_0 s^0} e^{-hs}
\]  

(1)

Where, \( h \) represents time delay, \( a_k \) (\( k = 0, \ldots, n \)), and \( b_k \) (\( k = 0, \ldots, m \)) are constants, \( \alpha_k \) (\( k = 0, \ldots, n \)), and \( \beta_k \) (\( k = 0, \ldots, m \)) are arbitrarily real numbers. Where, one can assume inequalities \( \alpha_n > \alpha_{n-1} > \ldots > \alpha_0 \) and \( \beta_m > \beta_{m-1} > \ldots > \beta_0 \) without loss of generality \[30\].

Time delay, which may cause poor performance or even instability in system response, is a common case in many industrial processes. It can be originated from the internal dynamics of the system \[31\]. Since stability test of time delay systems cannot be performed directly, some approximations such as Padé are used instead of time delay term. However, in some cases, the first order Padé approximation may not give correct results in terms of stability \[31\]. Therefore, to obtain more correct results, it is necessary to increase the degree of approach, which makes the processes mathematically more complicated. Thus, a stability test eliminating time delay will be important for simplicity.

3. A Stability test for fractional order time delay systems

**Definition 2.** The characteristic equation for a linear system having a single time delay is expressed as follows, where \( h \) is time delay \[32\].

\[
\Delta(s, h) = \Delta_1(s) + \Delta_2(s) e^{-hs} = 0
\]  

(2)
Definition 3. The general representation of this expression for systems having multiple commensurate time delay is given as follows [32].

\[ \Delta_n(s, h) = \sum_{k=0}^{n} \Delta_k(s)e^{-kh} \]  

(3)

For zero delay systems, the necessary and sufficient condition of asymptotic stability is known as the presence of all the roots of the characteristic equation on the left half of the complex s plane. For systems with time delay, this result may be stable or unstable for some values of h [32]. It has been concluded that the system is asymptotically stable regardless of delay for a particular case where all positive values of time delay h are not negative [32]. Here, the main problem is to determine h values when \( \Delta(s, h) = \Delta_1(s) + \Delta_2(s)e^{-hs} = 0 \) has root or roots on the complex axis. \( \Delta(s, h) = 0 \) is an implicit function of s and h, which may exceed or not exceed the imaginary axis. Suppose that all the roots of \( \Delta(s, 0) = 0 \) are in the left half plane. So, the system is stable for zero time delay. If \( \Delta(s, h) = 0 \) has a root on the imaginary axis when \( s = j\omega \) for some values of h, it can be said that \( \Delta(-s, h) = 0 \) has also a root on the imaginary axis for the same values of h and \( \omega \). Thus, with the same common root \( \Delta(s, h) = 0 \) and \( \Delta(-s, h) = 0 \) for the determination of the roots on the imaginary axis, it is not necessary to find h values.

Corollary 1. The Eq.(3) is obtained by eliminating the time delay h from Eq.(4) and Eq.(5). It is clear that this structure is independent of time delay.

\[ \Delta(j\omega, h) = \Delta_1(j\omega) + \Delta_2(j\omega)e^{-j\omega h} = 0 \]  

(4)

\[ \Delta(-j\omega, h) = \Delta_1(-j\omega) + \Delta_2(-j\omega)e^{+j\omega h} = 0 \]  

(5)

\[ M(\omega^2) = \Delta_1(j\omega)\Delta_1(-j\omega) - \Delta_2(j\omega)\Delta_2(-j\omega) = 0 \]  

(6)

Corollary 2. Where, it is clear that \( M(\omega^2) \) is a polynomial in the form \( \omega^2 = -s^2 \). If \( M(\omega^2) = 0 \) does not have positive roots, the system is stable for all \( h \geq 0 \).

The proposed stability test procedure is summarized as follows:

(1) In the first step, Eq.(3) is turned into the form of Eq.(7) for \( h=0 \).

\[ \Delta(s, 0) = \Delta_1(s) + \Delta_2(s) = 0 \]  

(7)

It is tested whether the zeros of the characteristic equation are in the left half of the s plane. The system is stable for h if all the zeros are located in the left half of the s plane. If so, the second step is applied.

(2) The presence of positive roots of \( M(\omega^2) = 0 \) is investigated. The system is stable for all \( h \geq 0 \) if \( M(\omega^2) = 0 \) does not have any positive roots. If M has at least one positive root, the range of h must be investigated for the stability.

(3) If the second condition is met, the following equations are used to determine the range of h [32].

\[ \cos(\omega h) = \text{Re} \left\{ \frac{-\Delta_1(j\omega)}{\Delta_2(j\omega)} \right\}, \]

\[ \sin(\omega h) = \text{Im} \left\{ \frac{-\Delta_1(j\omega)}{\Delta_2(j\omega)} \right\} \]  

(8)

Figure 1. A feedback system.
For the given value of $\omega$, $h_0(\omega)$ is the smallest positive value of $h$ providing Eq. (8), and the general solution is given as follows.

\[ h = h_0(\omega) + 2\pi n/\omega, \quad n = 0, 1, 2, 3, \ldots \quad (9) \]

More information about the method can be found in [32][33]. Let handle some examples to better understand the subject.

### 3.1. Example 1

Consider the characteristic equation given as follows.

\[ \Delta(s, h) = s^2 + 4s + 4 - e^{-hs} = 0 \quad (10) \]

When the procedure described above is applied, one obtains

\[ \Delta(s, 0) = s^2 + 4s + 3 = 0 \quad (11) \]

for $\Delta(s, 0) = 0$, we obtain $s = -3$ and $s = -1$. It is clear that the system is stable for $h = 0$. Thus, the second step is applied to the system as follows.

\[ M(\omega^2) = (-\omega^2 + 4j\omega + 4)(-\omega^2 - 4j\omega + 4) \]
\[ -1 = \omega^4 + 8\omega^2 + 15 \quad (12) \]

Since $\omega^2 = -3$ and $\omega^2 = -5$, there is no positive root of $M(\omega^2) = 0$. It means that there is no any point touching or crossing imaginary axis. Thus, this system is stable independent of time delay $h$.

### 3.2. Example 2

For a unity feedback system given in Fig. (1), $G(s)$ is given by Eq. (13).

\[ G(s) = \frac{1}{s^{1.1} + 2}e^{-hs} \quad (13) \]

The characteristic equation of the system is obtained as follows.

\[ \Delta(s, h) = s^{1.1} + 2 + e^{-hs} = 0 \quad (14) \]

In this equation, if we use the first order integer approximation instead of fractional order term, the characteristic equation is obtained as follows.

\[ \Delta(s, h) = s^2 + 2.46s + 2 + (0.82s + 1)e^{-hs} = 0 \quad (15) \]

The characteristic equation is stable for $h = 0$ and it is obtained as follows.

\[ \Delta(s, 0) = s^2 + 3.28s + 3 = 0 \quad (16) \]

In this case, the second stage is applied. Therefore, $M$ is obtained by Eq. (17)

\[ M(\omega^2) = (-\omega^2 + 2.46j\omega + 2)(-\omega^2 - 2.46j\omega + 2) \]
\[ -(1 + 0.82j\omega)(1 - 0.82j\omega) \]

\[ (17) \]

Since Eq. (17) does not have a positive solution, the system is stable regardless of time delay. Let’s examine the Nyquist curve of the system to confirm this result. The Nyquist diagrams of the original system and the first order approximation for $\omega = 0 : 0.01 : 5$, and $h = 1$ are shown in Fig. (2). As can be seen from the Fig. (2), the system is stable because the curve does not contain the critical point $(-1, j0)$. Besides, the results of original system and of first order approximation are very close to each other. In Fig. (3), the Nyquist diagrams of the original system are given for $\omega \in [0, 50]$, and $h = 0.1 : 0.1 : 2$. The Nyquist diagrams of original system and of first order approximation for $\omega \in [0, 50]$, and $h = 0.1 : 0.1 : 2$ are shown in Fig. (4). As can be seen from Fig. (3) and Fig. (4), the curves do not include the critical point for increasing values of $h$. Therefore, if the system is stable for condition 1 and 2, as stated in the stability test procedure in section 3, it can be said that it is stable for all values of $h \geq 0$. The Nyquist diagrams are shown in Fig. (3) and Fig. (4) also support this result.

In this example, if we use second order integer approximation instead of fractional order term, the characteristic equation is obtained as follows.

\[ \Delta(s, h) = 1.351s^3 + 6.67s^2 + 10.34s + 2.702 \]
\[ +(s^2 + 4.67s + 1.351)e^{-hs} = 0 \quad (18) \]

If the procedure is applied to the system, one obtains

\[ \Delta(s, 0) = 1.351s^3 + 7.67s^2 + 15.01s + 4.053 = 0 \quad (19) \]

where, $s_{1.2} = -2.6791 \mp j1.491$, and $s_3 = -0.3191$. It is clear that the system is stable for $h = 0$.

In the second step, $M$ is obtained by Eq. (20)

\[ M(\omega^2) = (-1.351j\omega^3 - 6.67\omega^2 + 10.34j\omega + 2.702) \times(1.351j\omega^3 - 6.67\omega^2 - 10.34j\omega + 2.702) \]
\[ -(\omega^2 + 4.67j\omega + 1.351)(-\omega^2 - 4.67j\omega + 1.351) \]

\[ (20) \]

Since Eq. (20) does not have a positive solution, the system is stable regardless of time delay. Fig. (5) shows unit step responses of the system (using first order approximation) with the second order Padé approximation for $h = 0.1 : 0.1 : 2$.

If we use a PI controller of the form $C(s) = (k_ps + k_i)/s$, as shown in Fig. (6), unit step responses of the system are depicted in Fig. (7) for $k_p = k_i = 1$. Here, It should be noted that $M$ can
Figure 2. Nyquist diagrams of the original system and the first order approximation for \( \omega \in [0, 5] \) and \( h = 1 \).

Figure 3. Nyquist diagrams of the original system for \( \omega \in [0, 50] \) and \( h = 0.1 : 0.1 : 2 \).

Figure 4. Nyquist diagram of the original system (blue) and the first order approximation (red) for \( \omega \in [0, 50] \) and \( h = 0.1 : 0.1 : 2 \).

Figure 5. Unit step responses of the system (the first order approximation) with the second order Padé for \( h = 0.1 : 0.1 : 1.2 \).

have positive solutions. Thus, delay free system can be unstable for some values of \( k_p \) and \( k_i \). In this case, it should be determined if the root touches the imaginary axis. If not, it means the system is unstable for \( h = 0 \), but it is stable for infinite small \( h \), that is, it is stable for
0 < h < h_0(\omega)$. If the root touches the imaginary axis, then the system is unstable for $h = 0$ and corresponding values of $k_p$ and $k_i$ for that $h$.

3.3. Example 3

In this example, $G(s)$ is given by

$$G(s) = \frac{1}{\sqrt{s(s+1)}} e^{-hs}$$

By using the first order approximation, the characteristic equation of the system is obtained as

$$\Delta(s, h) = 3s^2 + 4s + 1 + (s + 3)e^{-hs} = 0$$

The characteristic equation for $h = 0$ is obtained as follows

$$\Delta(s, 0) = 3s^2 + 5s + 4 = 0$$

Where the roots of the characteristic equation are $s_{1,2} = -0.833 \pm j0.8$. Thus, the system is stable for $h = 0$.

Thus, the second step of the procedure is applied to the system. And one obtains

$$M(\omega^2) = (-3\omega^2 + 4j\omega + 1)(-\omega^2 - 4j\omega + 1) - (3 + j\omega)(3 - j\omega)$$

From Equation Eq. (24), we obtain $\omega^2 = -1.5672$, and $\omega^2 = 0.5672$. Since $M(\omega^2) = 0$ has a positive solution, there is a root touching the imaginary axis. In this case, it is necessary to determine the stability range of $h$. For this purpose, using the Eq. (8) and Eq. (9) the range of $h$ making the system stable is calculated as $0 \leq h < 2.1086$. The Nyquist curve for $h = 1$ and the critical point $h = 2.1086$ are shown in Fig. (5) according to the first order approximation. As can be seen from the Fig. (5), $h = 2.1086$ is the critical point for stability of the system. However, this value was obtained according to the first order approximation. That is, when the second, third and fourth order approximations are used, the range value of $h$ would change. Depending on results in [28], it can be said that third and fourth order approximations provide the best results in capturing the original system. Thus, the value of $h$ obtained using these approximations will probably provide the best results for the system. But this change may not involve big numerical differences. That is, using first order approximation may be sufficient to examine stability of the system in terms of simplicity. The unit step responses of the system according to the first order approximation are given in Fig. (9) for $h = 1$, and according to the critical point $h = 2.1086$. As can be seen from the Fig. (9), the critical point gives an oscillatory response as expected. Fig. (11) shows the unit step responses of the system for $h = 2.2$ and $h = 2.5$ values exceeding the critical point. The system becomes unstable after the critical point.

In this example, if we use the second order integer approximation instead of the fractional order parameter, the characteristic equation is obtained as follows.
Figure 8. Nyquist diagram of the first order approximation for \( h = 1 \) and the critical point \( h = 2.1086 \).

Figure 9. Unit step responses of Example 3.

Figure 10. Unit step responses of Example 3 for \( h=2.2 \) and \( h=2.5 \).

\[ \Delta(s, h) = 5s^3 + 15s^2 + 11s + 1 + (s^2 + 10s + 5)e^{-hs} = 0 \]  \hspace{1cm} (25)

If the procedure is applied to the system, one obtains

a. \[ \Delta(s, 0) = 5s^3 + 16s^2 + 21s + 6 = 0 \]  \hspace{1cm} (26)

where, \( s_{1,2} = -1.4074 \pm j1.0654 \), and \( s_3 = -0.3851 \). It is seen that the system is stable for \( h = 0 \).

b. In the second step, \( M \) is obtained by Eq. (27)

\[
M(\omega^2) = \left( -5j\omega^3 - 15\omega^2 + 11j\omega + 1 \right) \\
\left( 5j\omega^3 - 15\omega^2 - 11j\omega + 1 \right) - \left( -\omega^2 + 10j\omega + 5 \right) \\
\times \left( -\omega^2 - 10j\omega + 5 \right)
\]  \hspace{1cm} (27)

From Equation Eq.(27), we obtain \( \omega^2 = -4.5038 \), \( \omega^2 = -0.4906 \), and \( \omega^2 = 0.4344 \). That is, \( M(\omega^2) = 0 \) has a positive solution. Using the Eq. (8) and Eq. (9) the range of \( h \) making the system stable is calculated as \( 0 \leq h < 2.6962 \). The unit step response of the system according to the second order approximation is given in Fig.(11) for the critical point \( h = 2.6962 \). As can be seen from the Fig.(11), the critical point gives an oscillatory response as expected.

4. Conclusion

In this study, an algebraic stability test procedure based on the principle of eliminating time delay is presented for fractional order systems with a single time delay. Thus, mathematical operations
that are already complicated for FOS have become easier. The examples show that the proposed method gives very reasonable results. For this purpose, integer-order approximations have been used. Thus, a fractional order equation has been turned into an integer-order one, and then the stability test has been applied to the system. When using integer-order approximations, there can be a difference depending on the degree of approximation. Studies have shown that good approximation results for FOS are obtained when using third or fourth-order approximations. Therefore, when determining the stability range of $h$, the order of approximation can cause some differences in the calculations. However, it can be said that the first order approximation is sufficient for determining whether a system is stable or unstable because higher order approximations make mathematical operations quite complicated. Besides, too large values of the time delay can produce unwanted results in system performance. Thus, it is necessary to investigate of stability range of $h$ to obtain reasonable results. For future works, stability analysis can be investigated for FOS having parameter uncertainty or different time delays. In addition, stability for different types of controllers can also be investigated. As there are no analytical methods in this area, the studies on this subject will contribute significantly to the field.
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