A new approach on approximate controllability of Sobolev-type Hilfer fractional differential equations

Ritika Pandey\textsuperscript{a}, Chandan Shukla\textsuperscript{a}, Anurag Shukla\textsuperscript{b}* , Ashwini Kumar Upadhyay\textsuperscript{a}, Arun Kumar Singh\textsuperscript{a}

\textsuperscript{a}Department of Electronics Engineering, Rajkiya Engineering College, Kannauj-209732, Uttar Pradesh, India  
\textsuperscript{b}Department of Applied Sciences, Rajkiya Engineering College, Kannauj-209732, Uttar Pradesh, India  
ritika.pandeyknp@gmail.com, chandanjishukla143@gmail.com, anuragshukla259@gmail.com, ashwin3342@gmail.com, arun@reck.ac.in

ARTICLE INFO

Article History:  
Received 18 April 2022  
Accepted 23 January 2023  
Available 31 January 2023

Keywords:  
Hilfer fractional system  
Sobolev-type differential system  
Controllability  
Cauchy sequence  
Gronwall’s inequality

AMS Classification 2010:  
34K30; 34K40; 26A33; 93B05

ABSTRACT

The approximate controllability of Sobolev-type Hilfer fractional control differential systems is the main emphasis of this paper. We use fractional calculus, Gronwall’s inequality, semigroup theory, and the Cauchy sequence to examine the main results for the proposed system. The application of well-known fixed point theorem methodologies is avoided in this paper. Finally, a fractional heat equation is discussed as an example.

1. Introduction

Differential systems of fractional order are found to be useful models for a variety of physical, biological, and engineering challenges. As a result, they have gotten greater attention from researchers in the last two decades. Fractional derivatives are a stronger tool for illustrating memory and hereditary features. As a result, they’ve found widespread use in physics, electrodynamics, economics, aerodynamics, control theory, viscoelasticity, and heat conduction. In recent years, significant advances in the theory and applications of fractional systems have been made, one can review the books [1–4]. The notation of exact and approximate controllability is useful in analysis and design control frameworks.

Another type of fractional order derivative introduced by Hilfer [18] is the Caputo fractional and Riemann-Liouville derivative. Several authors have focused on the Hilfer fractional derivative including [19–27] for the existence and controllability of deterministic and stochastic fractional order systems. Many academics have recently considered the exact and approximate controllability of order $1 < r < 2$ via measure of noncompactness using fixed point theory approach. In [6–13] Anurag et al. studied the controllability of semilinear deterministic and stochastic systems of integral and fractional order with several important extensions using different approaches. The numerical model of numerous physical phenomena, such as the movement of liquid through split rocks, thermodynamics, and so on, is usually Sobolev-type. (see [14–17]).
systems characterized by impulsive functional inclusions, integro-differential equations, semilinear functional equations, neutral functional differential equations, and evolution inclusions, to name a few examples, see \[23, 24, 27\] and references in that. In \[28, 34\] Ravi et al. studied the existence, uniqueness, controllability, and optimal control of fractional differential control systems and their real-life mathematical applications using various types of approaches.

Consider the following Sobolev-type Hilfer fractional control system as below.

\[yD^{\varphi,\omega}_{0+}[Lz(\sigma)] = Az(\sigma) + Bv(\sigma) + F(\sigma, z(\sigma), v(\sigma)), \quad \sigma \in J = (0, c],\]

\[z(0) = z_0,\]

\[\omega = 0 < \varphi < 1; \quad \text{the Banach Space } \mathcal{X} \text{ with } \| \cdot \|.\]

The linear operators \[A : D(A) \subset X \to X \text{ and } L : D(A) \subset X \to X \text{ satisfies the properties discussed in } A : D(A) \subset X \to X.\]

\[\text{(P_1)} \quad \text{A and L are closed linear operators.}\]

\[\text{(P_2)} \quad D(L) \subset D(A) \text{ and L is bijective.}\]

\[\text{(P_3)} \quad L^{-1} : X \to D(L) \text{ is continuous.}\]

Additionally, because \((P_1)\) and \((P_2)\), \(L^{-1}\) is closed, by \((P_3)\) and from closed graph theorem, we have the boundedness of \(AL^{-1} : X \to D^{-} X.\) Define \(\|L^{-1}\| = \tilde{L}_1 \text{ and } \|L\| = \tilde{L}_2.\)

Introducing acquaint essential facts relevant to fractional theory. (The readers can check \[18, 35\]).

**Definition 1.** \[3\] “The left-sided Riemann-Liouville fractional integral of order \(\omega \) having lower limit \(c\) for \(F : [c, +\infty) \to \mathbb{R}\) is presented as

\[J_{c+}^\omega F(\varphi) = \frac{1}{\Gamma(\omega)} \int_c^\varphi \frac{F(\tau)}{(\varphi - \tau)^{1-\omega}} d\tau, \quad \varphi > c; \quad \omega > 0,\]

if the right side is pointwise determined on \([c, +\infty), \text{ where } \Gamma(\cdot) \text{ denotes gamma function.}”

**Definition 2.** \[3\] “The left-sided Riemann-Liouville fractional derivative of order \(\omega \in [k - 1, k), \) \(k \in \mathbb{X} \text{ for } F : [c, +\infty) \to \mathbb{R}\) is given by

\[L D_{c+}^\omega F(\varphi) = \frac{1}{\Gamma(k - \omega)} \frac{d^k}{d\varphi^k} \int_c^\varphi \frac{F(\tau)}{(\varphi - \tau)^{\omega+1-k}} d\tau, \quad \varphi > c, \quad k - 1 < \omega < k.\]

**Definition 3.** \[3\] “The left-sided Hilfer fractional derivative of order \(0 \leq \varphi \leq 1\) and \(0 < \omega < 1\) function of \(F(\varphi)\) is given by

\[D_{c+}^{\varphi,\omega} F(\varphi) = (J_{c+}^{\varphi(1-\omega)} D_{d+}^{(1-\rho)(1-\omega)} F)((\varphi).)\]

**Remark 1.** \[3\]

(i) Given \(\omega = 0, 0 < \varphi < 1\) also \(c = 0, \) the Hilfer fractional derivative identical with standard Riemann-Liouville fractional derivative:

\[D_{c+}^{0,\omega} F(\varphi) = \frac{d}{d\varphi} J_{c+}^{1-\omega} F(\varphi) = L D_{c+}^\omega F(\varphi).\]
(ii) Given $\varpi = 1, 0 < \varphi < 1$ also $c = 0$, the Hilfer fractional derivative identical with standard Caputo derivative:

$$D_{0+}^{1, \varpi} F(\varphi) = J_{0+}^{1-\varpi} \frac{d}{d\varphi} F(\varphi) = c D_{0+}^{\varpi} F(\varphi).$$

Remark 2. We show the mild solution of (1)-\(\ref{1}\) in the following way using the Wright function

$$M_{\varpi}(s) = \sum_{k=1}^{\infty} \frac{(-s)^{k-1}}{(k-1)! \Gamma(1-k \varpi)}, \quad 0 < \varpi < 1, \quad s \in C,$

and satisfies

$$\int_{0}^{\infty} s^{k} M_{\varpi}(s) ds = \frac{\Gamma(1+\zeta)}{\Gamma(1+\varpi \zeta)}, \quad \text{for } s \geq 0.$$

Lemma 1. There exists $F : J \times X \times U \rightarrow X$ such that the system (1)-(2) is satisfied.

$$z(\sigma) = L^{-1} \mathcal{P}_{\varphi; \varpi} z(0) + \int_{0}^{\sigma} L^{-1} \mathcal{R}_{\varpi}(z(\zeta), v(\zeta)) d\zeta\varpi
+ \int_{0}^{\sigma} L^{-1} \mathcal{R}_{\varpi}(\sigma) Bv(\zeta) d\zeta\varpi,$$

where

$$\mathcal{P}_{\varphi; \varpi}(\sigma) = J_{0+}^{1-\varpi}(\sigma)^{-1} \mathcal{L}_{\varpi}(\sigma);$$

$$\mathcal{R}_{\varpi}(\sigma) = \sigma^{-1} \mathcal{L}_{\varpi}(\sigma);$$

$$\mathcal{L}_{\varpi}(\sigma) = \int_{0}^{\infty} \varpi \omega M_{\varpi}(\omega) S(\varpi; \omega) d\omega.$$

Definition 4. (1.\(\ref{5}\)) A function $z : [0, c] \rightarrow X$ is called the mild solution of (1)-(2) provided that

$$z(\sigma) = L^{-1} \mathcal{P}_{\varphi; \varpi} z(0) + \int_{0}^{\sigma} (\sigma - \zeta)^{-\varpi} L^{-1} \mathcal{L}_{\varpi}(\sigma - \zeta) Bv(\zeta) d\zeta\varpi
+ \int_{0}^{\sigma} (\sigma - \zeta)^{-\varpi} L^{-1} \mathcal{L}_{\varpi}(\sigma - \zeta) F(\zeta, z(\zeta), v(\zeta)) d\zeta\varpi,$$

where

$$\mathcal{P}_{\varphi; \varpi}(\sigma) = \int_{0}^{\infty} \xi_{\varpi}(\omega) M(\sigma; \omega) d\omega;$$

$$\mathcal{L}_{\varpi} = \varpi \int_{0}^{\infty} \omega \xi_{\varpi}(\omega) M(\sigma; \omega) d\omega;$$

and for $\omega \in (0, \infty)$

$$\xi_{\varpi}(\omega) = \frac{1}{\varpi} \omega^{-\frac{1}{\varpi}} \xi_{\varpi}(\omega)^{-\frac{1}{\varpi}} \geq 0,$$

$$\xi_{\varpi}(\omega) = \frac{1}{\pi} \sum_{n=1}^{\infty} (-1)^{n-1} \frac{\Gamma(n \varpi + 1)}{n!} \sin(n \pi \varpi),$$

where $\xi_{\varpi}$ is a probability density function defined on $(0, \infty)$, i.e.,

$$\xi_{\varpi}(\omega) \geq 0, \quad \omega \in (0, \infty)$$

Lemma 2. (1.\(\ref{5}\)) The operators $\mathcal{P}_{\varphi; \varpi}$ and $\mathcal{L}_{\varpi}$ fulfills:

(i) For $\sigma \geq 0$, $\mathcal{P}_{\varphi; \varpi}$ and $\mathcal{L}_{\varpi}$ are linear and bounded, that is, for every $z \in X$,

$$||\mathcal{P}_{\varphi; \varpi}(\sigma) z|| \leq M_{\varpi}^{n-1} \frac{\Gamma(n \varpi + 1)}{\Gamma(1+n \varpi)} ||z||$$

and

$$||\mathcal{L}_{\varpi}(\sigma) z|| \leq \frac{M_{\varpi}}{\Gamma(1+\varpi)} ||z||,$$

where

$$\mathcal{P}_{\varphi; \varpi}(\sigma) = J_{0+}^{1-\varpi} \mathcal{R}_{\varpi}(\sigma),$$

$$\mathcal{L}_{\varpi} = \sigma^{-1} \mathcal{R}_{\varpi}(\sigma).$$

(ii) The operators $\mathcal{P}_{\varphi; \varpi}(\sigma)$ and $\mathcal{L}_{\varpi}(\sigma)$ are strongly continuous.

(iii) For every $z \in X$, $\mu, \varpi \in (0, 1]$, one can get

$$A \mathcal{L}_{\varpi}(\sigma) z = A^{1-\mu} \mathcal{L}_{\varpi}(\sigma) A^{\mu} z, \quad 0 \leq \mu \leq 1,$$

$$||A^{\mu} \mathcal{L}_{\varpi}(\sigma)|| \leq \varpi C_{\mu} \Gamma(2 - \mu), \quad 0 < \mu \leq 1.$$

Definition 5. (1.\(\ref{5}\)) “The reachable set of (1)-(2) is given by

$$K_{c}(F) = \{z(c) \in X : z(\sigma) \text{ represents mild solution of (1)-(2)}\}.$$”

In case $F = 0$, then the system (1)-(2) reduces to the corresponding linear system. The reachable set in this case is denoted by $K_{c}(0)$.

Definition 6. (1.\(\ref{5}\)) “If $K_{c}(F) = X$, then the semilinear control system is approximately controllable on $[0, c]$. Here $K_{c}(F)$ represents the closure of $K_{c}(F)$. It is clear that, if $K_{c}(0) = X$, then linear system is approximately controllable.”

3. Controllability results

3.1. Controllability of semilinear system:

when $B = I$

The linear system has an approximate controllability is proven to reach from the semilinear system under specified nonlinear term constraints in this study. Clearly, $X = U$.

Let us consider the subsequent linear system

$$D_{0+}^{\varphi; \varpi}[Lw(\sigma)] = Aw(\sigma) + u(\sigma), \quad \sigma \in J = (0, c],$$

$$J_{0+}^{1-\varpi}(1-\varpi) w(0) = z_{0},$$

and the semilinear system

$$D_{0+}^{\varphi; \varpi}[Lz(\sigma)] = Az(\sigma) + v(\sigma) + F(\sigma, z(\sigma), v(\sigma)), \quad \sigma \in J,$$

$$J_{0+}^{1-\varpi}(1-\varpi) z(0) = z_{0},$$

where $\xi_{\varpi}$ is a probability density function defined on $(0, \infty)$, i.e.,

$$\xi_{\varpi}(\omega) \geq 0, \quad \omega \in (0, \infty)$$

also

$$\int_{0}^{\infty} \xi_{\varpi}(\omega) d\omega = 1.$$
We need to present the following assumptions to prove the primary aim of this section, which is the approximate controllability of (6)-(7):

**Assumption 1.** The linear system (4)-(5) is approximately controllable.

**Assumption 2.** $F(\sigma, z(\sigma), v(\sigma))$ is a nonlinear function that, in $z$ and $v$, satisfies the Lipschitz condition.

$$||F(\sigma, z, v) - F(\sigma, w, u)|| \leq l(||z - w|| + ||v - u||),$$ where $l > 0, \forall z, w \in X, \sigma \in [0, c]$.

**Theorem 1.** Under the assumptions (1)-(2), the system (6)-(7) is approximately controllable provided that $l < 1$.

**Proof.** Assume that $w(\sigma)$, along with the control $u$, is the mild solution of (4)-(5). Assume that the semilinear system of the following kind:

$$D_{0^+}^{\alpha, \omega} z(\sigma) = Az(\sigma) + F(\sigma, z(\sigma), v(\sigma)) + u(\sigma) - F(u(\sigma), v(\sigma), v(\sigma)), \quad (8)$$

$$J_0^{(1-\alpha, 1-\omega)} z(0) = z_0, \quad (9)$$

Compare (6)-(7) and (8)-(9), the control function $v(\sigma)$ is chosen in such a way that

$$v(\sigma) = u(\sigma) - F(u(\sigma), v(\sigma), v(\sigma)). \quad (10)$$

We consider for the given $u(\sigma)$ and $w(\sigma)$, there exists $v(\sigma)$ fulfilling (10) (We need to verify the existence and uniqueness of $v$).

The mild solution of (4)-(5) is given by

$$w(\sigma) = L^{-1}\mathcal{P}_{\alpha, \omega}(\sigma)Lz_0 + \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{J}_\omega(\sigma - \zeta)u(\zeta)d\zeta \quad (11)$$

and for the system (8)-(9) is given by

$$z(\sigma) = L^{-1}\mathcal{P}_{\alpha, \omega}(\sigma)Lz_0 + \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{J}_\omega(\sigma - \zeta)F(\zeta, z(\zeta), v(\zeta))d\zeta + \int_0^\sigma (\sigma - \zeta)^{-1}L^{-1}\mathcal{J}_\omega(\sigma - \zeta)u(\zeta)d\zeta - \int_0^\sigma (\sigma - \zeta)^{-1}L^{-1}\mathcal{J}_\omega(\sigma - \zeta)F(\zeta, w(\zeta), v(\zeta))d\zeta \quad (12)$$

From (11) and (12), we get

$$w(\sigma) - z(\sigma) = \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{J}_\omega(\sigma - \zeta) \{F(\zeta, w(\zeta), v(\zeta)) - F(\zeta, z(\zeta), v(\zeta))\}d\zeta \quad (13)$$

Applying norm on both sides, one can get

$$\|w(\sigma) - z(\sigma)\|_X \leq \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{J}_\omega(\sigma - \zeta) \|F(\zeta, w(\zeta), v(\zeta)) - F(\zeta, z(\zeta), v(\zeta))\|d\zeta$$

$$\leq \frac{M_L l}{\Gamma(\omega)}\int_0^\sigma (\sigma - \zeta)^{\alpha-1} \|F(\zeta, w(\zeta), v(\zeta)) - F(\zeta, z(\zeta), v(\zeta))\|d\zeta \quad (14)$$

Using assumption (2), we get

$$\|w(\sigma) - z(\sigma)\|_X \leq \frac{M_L l}{\Gamma(\omega)}\int_0^\sigma (\sigma - \zeta)^{\alpha-1} \|F(\zeta, w(\zeta), v(\zeta)) - F(\zeta, z(\zeta), v(\zeta))\|d\zeta$$

By referring the Gronwall’s inequality, $w(\sigma) = z(\sigma), \forall \sigma \in [0, c]$. As a result, the linear system’s solution $w$ along the control $u$ is a semilinear system’s solution $z$ along the control $v$, i.e., $K_u(F) \supset K_v(0)$. Because $K_v(0)$ is dense in $X$ (according to assumption 1), $K_u(F)$ is dense in $X$ as well, implying that system (6)-(7) is approximate controllabe. The proof is finished.

We need to verify that there exists a $v(\sigma) \in X$ such that $v(\sigma) = u(\sigma) - F(u(\sigma), v(\sigma), v(\sigma)), \forall \sigma \in [0, c]$.

Assume that $v_0 \in X$ and $v_{n+1} = u - F(u(\sigma), v_n)$ : $n = 0, 1, 2, \ldots$ Thus, one can get

$$v_{n+1} - v_n = F(u(\sigma), v_n) - F(u(\sigma), v_n) - u \quad (15)$$

When $n \to \infty$ (since $l < 1$), the R.H.S of (15) goes to zero. As a result, $\{v_n\}$ is a Cauchy sequence in $X$ that converges to $v \in X$.

Next,

$$\|u - v_{n+1}\|_X = \|u - F(u(\sigma), v_n) - F(u(\sigma), v_n)\|_X \leq l\|v_n - v\|.$$ \quad (16)

Because, R.H.S of (16) approaches to zero when $n \to \infty$, one can obtain

$$F(u(\sigma), v) = \lim_{n \to \infty} (u - v_{n+1}) = u - v$$

Now, we will show that $v$ is unique. For proving it let $v_1 = u - F(u(\sigma), v_1)$ and $v_2 = u - F(u(\sigma), v_2)$. Then using assumption (2), we get

$$\|v_2 - v_1\| = \|F(u(\sigma), v_1) - F(u(\sigma), v_2)\| \leq l\|v_2 - v_1\| \Rightarrow (1 - l)\|v_2 - v_1\| \leq 0.$$
But $0 < l < 1$ therefore $\|v_2 - v_1\| = 0 \Rightarrow v_2 = v_1$. Hence $v$ is unique.

3.2. Controllability of semilinear system: when $B \neq I$

The approximate controllability of the semilinear system under simple conditions $B$ and $F$ as indicated by assumptions (3)-(6). Let us consider the subsequent linear system

$$D_0^\alpha\mathcal{P}^\varpi[Lw(\sigma)] = Aw(\sigma) + Bu(\sigma), \quad \sigma \in J,$$

$$J_0^{(1-\nu)(1-\varpi)}w(0) = z_0,$$  

(17)

(18)

and the semilinear system

$$D_0^\alpha\mathcal{P}^\varpi[Lz(\sigma)] = Az(\sigma) + Bv(\sigma) + F(\sigma, z(\sigma), v(\sigma)), \quad \sigma \in J = (0, c],$$  

$$J_0^{(1-\nu)(1-\varpi)}z(0) = z_0,$$  

(19)

(20)

We must make the following assumptions to prove the fundamental aim of this section, namely, the approximate controllability of (19)-(20):

Assumption 3. The linear system (17)-(18) is approximately controllable.

Assumption 4. Assumption (2) is fulfilled.

Assumption 5. $\text{Range}(F) \subseteq \overline{\text{Range}(B)}$.

Assumption 6. There exists $\xi > 0$ such that $\|Bv\| \geq \xi\|v\|$, $\forall \; v \in U$

Theorem 2. Under the assumptions (3)-(6), the system (19)-(20) is approximately controllable, provided that $l$ fulfills $l < \xi$.

Proof. Assume that $w(\sigma)$ and the control $u$ are the mild solution of (17)-(18). Assume that the semilinear system that follows is

$$D_0^\alpha\mathcal{P}^\varpi[Lz(\sigma)] = Az(\sigma) + F(\sigma, z(\sigma), v(\sigma)) + Bu(\sigma) - F(\sigma, w(\sigma), v(\sigma)),$$

$$J_0^{(1-\nu)(1-\varpi)}z(0) = z_0,$$  

(21)

(22)

In the above, the control function $v$ in (21)-(22) fulfills $Bv(\sigma) = Bu(\sigma) - F(\sigma, w(\sigma), v(\sigma))$, and assumption (5), concludes that the considered equation is well defined. By employing assumption (6) and the way of approached followed in Theorem 2, we can easily prove that provided that $l < \xi, \; \exists \; v(\sigma) \in U$ such that $Bv(\sigma) = Bu(\sigma) - F(\sigma, w(\sigma), v(\sigma))$.

The mild solutions for (17)-(18) and (21)-(22) are given by

$$w(\sigma) = L^{-1}\mathcal{P}_T^{\varpi}(\sigma)Lz_0 + \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{P}(\sigma - \zeta)Bu(\zeta)d\zeta,$$  

$$z(\sigma) = L^{-1}\mathcal{P}_T^{\varpi}(\sigma)Lz_0 + \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{P}(\sigma - \zeta)Bu(\zeta)d\zeta.$$

From equations (23) and (24), one can get

$$w(\sigma) - z(\sigma) = \int_0^\sigma (\sigma - \zeta)^{\alpha-1}L^{-1}\mathcal{P}(\sigma - \zeta) \times \{F(\zeta, w(\zeta), v(\zeta)) - F(\zeta, z(\zeta), v(\zeta))\}d\zeta.$$  

(25)

Equation (25) is the same when compared with (13). From Theorem 2, one can easily verify $w(\sigma) = z(\sigma), \forall \; \sigma \in [0, c], \text{i.e., the reachable set of (17)-(18) is dense in the reachable set of (19)-(20), which is dense in } X, \text{by referring assumption (3) and which concludes the proof.}$

4. Example

Consider $U = L_2[0, \pi]$. Also, define the operator $B : D(B) \subset U \rightarrow U$ as

$$Bx = x'', \quad x \in D(B),$$

$$D(B) = \{x \in U : x, x' \text{ are absolutely continuous, } x'' \in U, \; x(0) = x(\pi) = 0\}. \text{ Assume that } A : D(A) \subset X \rightarrow X, \; L : D(L) \subset X \rightarrow X, \text{ and } Lx = x - x'' \text{ are the operators determined by } Ax = x'' \text{ and } Lx = x - x'', \text{ respectively, and that } D(A) \text{ and } D(L) \text{ are presented by}$$

$$\{x \in X : x, x' \text{ are absolutely continuous, } x(0) = x(\pi) = 0\}.$$  

Additionally, $A$ and $L$ are given by

$$Ax = \sum_{m=1}^\infty m^2\langle x, u_m \rangle u_m, \quad x \in D(A),$$

$$Lx = \sum_{m=1}^\infty (1 + m^2)\langle x, u_m \rangle u_m, \quad x \in D(L),$$

where $u_m(y) = \sqrt{\frac{2}{\pi}} \sin(my), \; m = 1, 2, 3, \cdots$ is the orthonormal of vectors of $A$. Additionally, for $z \in X$, we have

$$L^{-1}z = \sum_{m=1}^\infty \frac{1}{1 + m^2} \langle z, u_m \rangle u_m,$$
and
\[
AL^{-1}z = \sum_{m=1}^{\infty} \frac{m^2}{(1 + m^2)} \langle z, u_m \rangle u_m.
\]

The operator \(B\) has eigen values \(\lambda_m = -m^2\) \(m \in \mathbb{N}\) and corresponding eigenfunction is given by \(u_n\). Hence the spectral representation of \(B\) is presented as
\[
Bz = \sum_{m=1}^{\infty} -m^2 \langle x, u_n \rangle u_n, \quad x \in D(B).
\]

Further, \(S(\varrho)\) which is a \(C_0\)-semigroup generated by \(B\) has \(c_0\) as the eigenfunctions corresponding to eigenvalues \(\exp(\lambda_m t)\), that is
\[
S(\varrho)x = \sum_{m=1}^{\infty} \exp(-m^2 \varrho \langle x, u_n \rangle u_n, \quad x \in U.
\]

Define by
\[
\hat{U} = \left\{ v | v = \sum_{m=2}^{\infty} v_m u_m, \text{ with } \sum_{m=2}^{\infty} v_m^2 < \infty \right\},
\]

where \(\hat{U}\) is an infinite dimensional space with a norm of
\[
\|v\|_{\hat{U}} = \left( \sum_{m=2}^{\infty} v_m^2 \right)^{\frac{1}{2}}.
\]

Define \(B : \hat{U} \rightarrow U\) by
\[
Bv = 2v_2 e_1 + \sum_{m=2}^{\infty} v_m u_m, \quad v = \sum_{m=2}^{\infty} v_m u_m \in \hat{U},
\]

where \(B\) is a linear continuous map.

Assume that the Hilfer fractional semilinear control heat system is as follows:
\[
D_{0+}^{\alpha,\varpi} \left[z(\varrho, x) - \frac{\partial^2 z(\varrho, x)}{\partial x^2} \right] = \frac{\partial^2 z(\varrho, x)}{\partial x^2} + Bu(\varrho, x) + \gamma(\varrho, z(\varrho, x)); \quad 0 < \varrho \leq 1,
\]

\begin{align}
\tag{26}
z(\varrho, 0) &= z(\varrho, \pi) = 0, \quad \varrho > 0; \\
J_{0+}^{1-\gamma}(z(0, x)) &= z_0(x), \quad 0 \leq x \leq \pi,
\end{align}

The Hilfer fractional derivative of order \(\varrho \in (0, 1)\) and type \(\varpi \in [0, 1]\) is denoted by \(D_{0+}^{\alpha,\varpi}\). If the assumptions (1)-(6) hold, the above system (26)-(27) is approximate controllable.

5. Conclusion

The focus of this study is on the Sobolev-type approach approximate controllability of Hilfer fractional semilinear control systems. The results were obtained using Gronwall’s inequality, the Cauchy sequence, and the fixed point technique was avoided. With appropriate changes, these conclusions may be extended to include many types of delay for both deterministic and stochastic systems.

**Remark 3.** One can replace the Lipschitz condition on the nonlinearity by monotonic nonlinearity or integral contractor type nonlinearity and obtained a different set of sufficient conditions for the approximate controllability of the proposed system.
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